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Software

I n recent years, ESA has adopted a new
lapproach to reduce cost and risk in the
development and operation of ground

software. The ‘mission family’ concept is the
basis for cost-effective mission control systems
for monitoring and controlling spacecraft, and
operational simulators for testing and training.
This concept is complemented by exploiting
reusable software using a ‘delta’ approach.
Since families of missions have lifetimes much
longer than the individual projects, the
challenges of evolving ground software and
hardware platforms over ten or more years
must be met.

Introduction
O p e rating spacecraft is a demanding
j o b, requiring a complex ground segment
of stations, communications networks
and computer centres hosting larg e
software systems. It is an unforgiving
undertaking – a satellite is launched
only once and there may be no second
chance if t h e re are ground segment
f a i l u res or operational errors that
degrade the mission or even result in its
loss.
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For more than 35 years, the European
Space Operations Centre (ESOC) in
Darmstadt (D) has accumulated exten-
s ive experience in the deve l o p m e n t ,
o p e rations and maintenance of t h e
ground software systems. Demanding
l evels of ava i l ab i l i t y, re l i ability and
maintainability imply high-performance
t e c h n o l ogy and ex t e n s ive va l i d at i o n ,
which drives up costs. Despite this,
ESOC has succeeded in dra s t i c a l ly
reducing the costs of ground software
systems for space missions. This has
been achieved largely through reusing
s o f t wa re that was designed and
developed for reuse from the outset.

The first such re u s able softwa re system
( n ow called ‘infra s t r u c t u re softwa re ’ )
was the Multi-Satellite Support System
(MSSS), developed in the 1970s and used
for over 20 ye a r s. In the mid-1980s the
first generation of the Spacecra f t
C o n t rol and Operations System (SCOS)
was developed; it was succeeded by
SCOS-2000 in the late 1990s.

In parallel in the simu l ation domain,
i n f ra s t r u c t u re softwa re included the
G e n e ral Purpose Softwa re Simu l at o r
Pa c k age and then the first generation of
S I M S AT. Both we re based on the lat e s t
t e c h n o l ogy at the time. SIMSAT was then
m i g rated to PC/Wi n d ows and conve r t e d
to the more modern C++ languag e. More
re c e n t ly, it was made ava i l able under
L i nux, now the operating system of
choice for simu l ators and MCS.

This infrastructure has thus continu-
o u s ly adapted to current technolog y,
c u l m i n ating in the ESA Gro u n d
Operations Software (EGOS), of which
SIMSAT and SCOS-2000 are corner-
stones. EGOS is an extensive suite of
applications, middleware and lower level
components covering all major software
needs in the ground segment, including
mission control softwa re, softwa re
s i mu l ator infra s t r u c t u re and gro u n d
station ‘back-end’ software. Naturally,
this software has in effect encoded into
it much of ESOC’s accumulated opera-
tions expertise and knowledge.

In recent years, software reuse has
been taken a step further, based on the
o b s e r vation that for re l ated missions

– ‘mission families’ – the common
c h a racteristics between the family
members can be exploited for further
cost reductions.

The Mission Control System (MCS)
The MCS is a softwa re system that
enables the operators on the ground to
interact with the satellite. It receives,
i n t e r p re t s, analyses and arc h ive s

telemetry, the data downlinked from the
spacecraft used for monitoring its health
and receiving its mission products. The
MCS also generat e s, verifies and uplinks
commands, transmitting instructions to
the satellite to control all its operations.

Via the MCS, the Flight Control Te a m
can assess the health of a sat e l l i t e
t h roughout its mission and command it
to achieve the mission goals. The MCS is
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The Mission Control System (MCS) and Operational Simulator. TC: telecommand. TM: telemetry
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a critical system that needs to go thro u g h
a compre h e n s ive ve r i f i c ation and
va l i d ation pro c e s s. This is not limited to
the softwa re itself, but extends to the
o p e rational data that are used to configure
the MCS. It includes, for ex a m p l e, the
d at abase describing the spacecra f t ’s
telemetry and command data.

In addition to these functions, the
MCS usually provides support fo r
mission planning, data analysis and
d i s t r i bution, telemetry and command
d at abase management and onboard
software management.

The Operational Simulator
The Operational Simulator is a software
system that simulates the satellite, the
ground stations and, to a certain extent,
the space environment. An Operational
Simulator is developed for almost every
mission operated by ESOC. It is used to: 

– support testing of the ground systems,
including the MCS;

– support va l i d ation of o p e rat i o n a l
data, including the operational data-
base and the operational procedures;

– prepare the System Validation Test
campaign, which contributes to the
operational validation of the o p e ra-
tions system that ground systems,
p ro c e d u res and personnel are able
to operate the system successfully.
This includes test and va l i d ation
of the interfaces between ESOC and
the sat e l l i t e, confirm ation of t h e
c o r rect functioning of the MCS
and Flight Dynamics System and
the validity of the operat i o n a l
procedures.

– support training of the Flight Control
Team to make sure that everyone has
the skills to ensure mission success
under nominal and contingency
s i t u at i o n s. When something unex p-
ected happens on the satellite or on
the ground, it is extremely important
to have a well-trained team of experts
covering all areas and able to take
t i m e ly decisions. Simu l ated failures
in the space and ground segments
test the team’s responses to
contingencies.

The ESOC Infrastructure Software
Most of E S O C ’s activities invo l ve
science and Earth observation missions.
Such satellites are complex and every
mission is different. At first sight, this
would seem to prevent the reuse of tools
and functions between missions, bu t
software reuse has been achieved using
various techniques, such as:

– changing configuration via setting
d i ff e rent parameters in tables or
databases;

– using appropriate software engineer-
ing technologies.

Two parts of EGOS are particularly
relevant here:

– SCOS-2000 is the basis for mission-
specific MCSs and covers most of the
functions re q u i red for telemetry
reception and processing, telecomm-
and uplink and ve r i f i c ation, dat a
archiving, display and retrieval, and
data distribution;

– the Simulus toolset is the basis fo r
mission-specific Operational Simu l a-
t o r s. It covers the SIMSAT simu l at o r
kernel and the Generic Models,
including onboard processor emu l a-

t o r s, orbit prediction and pro p ag at i o n
(including env i ronment perturbat i o n s ) ,
selected onboard subsystem models
(such as thermal, electrical, telemetry/
commanding) and ground system
m o d e l s.

Mission Families
A family is a set of satellite missions
with a high degree of commonality in
the spacecraft platform and/or in the
o p e rational pro f i l e. The families
currently in use at ESOC are:

– interplanetary, in orbits not bound to
Earth;

– Earth observation, in near- E a r t h
orbits;

– o b s e r vat o r y, with long visibility
periods, high data rates and observa-
tion schedules proposed by users;

– n av i g ation, typically a constellat i o n
of satellites in medium Earth orbits
operated simultaneously.

There are requirements common to all
mission families and these are generally
supported by the infra s t r u c t u re
software. On the other hand, there are
also re q u i rements specific to one
mission family only, and for which the
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supporting softwa re has to be
specifically developed. Further software
reuse can be achieved by exploiting this
‘intra-family’ commonality.

Two mission families are considered
further here: interplanetary and Earth
observation, although significant levels
of reuse have also occurred in others.

The interplanetary mission family
The interplanetary mission family
comprises Rosetta (launched in Marc h
2004 towards Comet Churyumov-
G e ra s i m e n ko), Mars Express (launched in
June 2003 and now orbiting Mars), and
Ve nus Express (launched in Nove m b e r
2005 and now orbiting Ve nus). Two more
missions are under pre p a ration to join this
f a m i ly: BepiColombo (launch in 2013 to
M e rcury) and Solar Orbiter (launch in
2015 towa rds the Sun).

Missions that are launched on Earth-
e s c ape trajectories have operat i o n a l
c h a racteristics significantly diff e re n t
from Earth-orbiting missions. Many of
these directly affect the ground software
systems. For example, the long radio
signal travel delays must be taken into
account in telecommand ve r i f i c at i o n
and telemetry time-stamping. Also,
special commanding protocols (such as
File Transfer) are needed to deal with
the delayed space-ground interactions.
The MCS has to cope with two or more
parallel data streams, one for real-time
telemetry and one or more transporting
the telemetry recorded onboard during
the long non-coverage period.

The unifying feature of these ESA
interplanetary missions is their common
s p a c e c raft plat fo rm , leading to:

– the same types of p rocessors and
major software functions;

– similar orbit and attitude contro l
sensors and actuators;

– similar interfaces to the Solid-State
Mass Memories;

– reuse of payloads;
– similar satellite autonomy functions;
– identical operator interaction with the

MCS.

The Earth observation mission family
The Earth observation mission family
consists today of CryoSat, GOCE and
A e o l u s. Cryo S at was the first Earth
E x p l o rer Opportunity mission, wh i c h
unfortunately suffered a launch failure
in October 2005. GOCE is the first
Earth Explorer Core Mission, with
launch fo reseen at the end of 2 0 0 7 .
Aeolus is the second Core Mission,
planned for launch in 2008. Future
missions include CryoSat-2 (rebuild of
CryoSat), Swarm, EarthCARE and the
Global Monitoring for Env i ro n m e n t
and Security (GMES) initiat ive,
comprising the Sentinel mission series.

Ty p i c a l ly, these missions fly at low
altitudes over the Earth (250–800 k m ) ,
often in polar orbits, and their operat i o n a l

p rofiles provide frequent (about 15 times
d a i ly) and short passes (about 10 m i nu t e s )
over a single ground station.

Despite the fact that the missions in
this family have diff e rent spacecra f t
platforms and technologies, they all have
very similar mission profiles and
c o n s e q u e n t ly very similar operat i o n a l
c o n c e p t s. Howeve r, diff e rences in
satellite design can result in significantly
d i ff e rent functions in the gro u n d
software. For example, onboard time is
m a n aged diff e re n t ly for the missions
in the family. Cryo S at uses the
French payload DORIS to synchronise
its time via a number of g ro u n d -
generated microwave beacons, GOCE
uses a simple onboard counter kept in
s y n c h ro n i s ation by the ground, and
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The apportioned requirements for Mission Control Systems. ROS, MEX and VEX represent Rosetta, Mars Express and Venus Express,
respectively

The apportioned requirements for Operational Simulators
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Aeolus carries a Global Po s i t i o n i n g
System (GPS) receiver in addition to its
counter.

The Delta Approach
The ‘delta’ approach isolates layers of
software components that could be used
as building blocks for mission-specific
g round softwa re (see illustrat i o n s ) .
Three layers are identified:

– the lowest is the most generic and is
reused across mission families.
Ty p i c a l ly, this is the infra s t r u c t u re
software;

– the middle increases the level of
specialisation and is reused within a
mission family;

– the upper is mission-specific and
groups only those characteristics that
are specific to a single mission.

Not all of these layers are needed
every time, but a fundamental chara c t e r-

istic of this approach is that each layer is
defined only in terms of the differences
(‘deltas’) with respect to the layer below.

Requirements engineering
During re q u i rements engineering, a
‘delta requirements document’ is pro-
duced that covers exc l u s ive ly the
mission-specific requirements. Since the
majority of the requirements come from
the l ower laye r s, the document is slimmer
and simpler. Experts can focus on what
is unique in the mission, taking standard
functionality for granted.

Clearly, a prerequisite for realising the
full benefit of the delta approach is that
the authors of the requirements docu-
ment have a good knowledge of the
functions of the reused software.

An important benefit in isolating the
kernel requirements from the lower and
upper layers is that it makes it easier to
fo l l ow the evolution of the infra s t r u c t u re
software.

In fact, re q u i rements common to
missions in the same family will move
down from the mission-specific context
to the family kernel laye r, wh i l e
requirements generic enough to serve
any type of mission can be moved down
to the infrastructure layer. There is a
similar process for Operational Simula-
tors. The process of assigning or moving
requirements between software layers is
‘ c o n f i g u rat i o n - c o n t rolled’: a contro l
board ensures that the requirements are
generic and stable.

The rest of the lifecycle
The same basic idea applies to the rest of
the lifecycle: concentrate on the
differences and reuse as much as possible
of what is already available.

Specific to architectural design is the
reuse of interface definitions along with
the softwa re at either side of t h e s e
interfaces. For example, the interfaces
b e t ween the MCS and Operat i o n a l
S i mu l ator are based on generically
defined file formats. For the Operational
Simulator, ESA has defined a standard
for the interaction between models and
the simu l ation infra s t r u c t u re. This
S i mu l ator Model Po r t ability (SMP)
s t a n d a rd encourages plat fo rm and
infrastructure independence and permit
the reuse of models both throughout the
mission lifecycle and also from one
mission to another.

During the implementation process,
the software development team makes
use of the fact that the infrastructure
software and the mission family kernel
are self-standing components to ensure
maximum reuse. This also helps open
industrial competition and extends the
pool of contractors familiar with the
s o f t wa re. This wide reuse cre ates a
virtuous circle in which the software
progressively improves as it is employed
in more and more missions. In fact, fixes
to software bugs found in one mission-
specific system may be fixed in the other
systems in the family at minimal effort.

In the maintenance phase, combined
maintenance reduces costs. ‘Combined
maintenance’ means that a single team
maintains several data systems, such as
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Typical software layering for
reuse for Mission Control
Systems in the Earth
observation mission family.
Arrows indicate possible path
for requirements migration

Typical software layering for
reuse for Operational
Simulators in the interplanetary
and the Earth observation
mission families. Arrows
indicate possible path for
requirements migration

Typical software layering for
reuse for Mission Control
Systems in the interplanetary
mission family. Arrow indicates
possible path for requirements
migration
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all the mission control systems in a
f a m i ly. Overheads and maintenance
m a n p ower per mission are re d u c e d :
costs are shared among the missions and
the engineers are given more interesting
wo rk through invo l vement in seve ra l
m i s s i o n s. The delta ap p roach also
ensures that the amount of mission-
specific softwa re needing to be
maintained is reduced.

The delta approach in practice
This approach achieves the best results
when it is followed from the outset of a
development. The later the start, the less
effective it is.

For the MCS of i n t e r p l a n e t a r y
m i s s i o n s, a two - l ayer delta ap p roach wa s
used for all missions in the family, thus
c apitalising on the common spacecra f t
p l at fo rm. Pra c t i c a l ly, this implied a single
system that could be used for each of t h e
t h ree missions by simple re c o n f i g u rat i o n .
The effort usually re q u i red for one
mission cove red all thre e.

For the MCS of the Earth observation
f a m i ly, a thre e - l ayer ap p roach wa s
adopted to cope better with the
s p a c e c raft plat fo rm diff e re n c e s. Common
functions in the family are separated in
the middle laye r. This is the Earth
O b s e r vation Mission Kernel, ly i n g
b e t ween the mission-specific softwa re
(unique to each mission) and the
i n f ra s t r u c t u re softwa re. It is a self-
standing piece of software.

For Operational Simu l at o r s, the
tailoring is very similar for the two
families. Heavy reuse is made of the
infrastructure software (SIMSAT and
Generic Models) and commonalities
among spacecraft are exploited within
each family by reuse of models from
previous developments in the family. For
interplanetary missions, near- i d e n t i c a l
s p a c e c raft plat fo rms means that the
simulators are also almost identical. The
teething pro blems of d eveloping the
s i mu l at o r, such as immat u re or lat e
onboard software and problems with
early versions of spacecraft document-
ation, were mainly borne by the first
mission in the family, Rosetta.

For simu l ators there are other aspects
o f re u s e. Emu l ation of the onboard
p rocessors means that the actual onboard
s o f t wa re can be reused, leading to
i t e rat ive reuse from space to gro u n d
s e g m e n t s. The softwa re Model Po r t ab i l i t y
s t a n d a rd allows reuse of m o d e l s
( d eveloped by the spacecraft manu f a c-
t u re r, for example) in the Operat i o n a l
S i mu l at o r. In fact, if common subsystems
a re used in diff e rent spacecraft, models
d eveloped in compliance with SMP can
be used in any simu l at o r, wh e t h e r
d eveloped for spacecraft checkout by the
s p a c e c raft manu f a c t u rer or for operat i o n s
t raining by the operations supplier.

These examples show how reuse is
beginning to happen at the higher level
of the space system lifecycle. A similar

trend can be seen in mission control
systems and operations pre p a rat i o n
tools. For example, common tools for
s p a c e c raft checkout and operat i o n s
p re p a ration are promoting seamless
transition from spacecraft manufacture
to operat i o n s. This was ex p l o i t e d
recently by Herschel and Planck.

The arrows in the illustrations show
the typical direction of migration of
f u n c t i o n a l i t y. Once stabl e, the more
generic functions may migrate to the
lower software layer (not shown for the
Operational Simulator for simplicity).

Benefits for the infrastructure software
Evolution of the infrastructure software
to cope with the needs for new generic
f e at u res is a re l at ive ly slow pro c e s s
because it re q u i res consensus acro s s
mission families. The mission family
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The development costs of the Mission Control Systems for the two mission families relative to the
most expensive development

The development costs of the Operational Simulators for the two mission families relative to the
most expensive development
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kernel layer allows missions to build up
initial operational experience on new
features that are of general interest and
could be introduced into the infra-
structure software at a later stage. Thus
the mission family kernel is like an
operational laboratory where require-
ments are refined, experimented with
and modified until they are mature and
stable. At this point, the new generic
f e at u res may be imported into the
i n f ra s t r u c t u re softwa re. A successful
mission family kernel will thus be
reduced to nothing as this importing
process proceeds!

The infra s t r u c t u re softwa re must also
evo l ve to take account of n ew versions of
the operating system and commerc i a l -
o ff - t h e - s h e l f s o f t wa re, as well as changes
resulting from fault correction during
maintenance and, last but not least,
major functional upgra d e s. Migration of
g round softwa re to new versions can be a
major effort, involving ex t e n s ive testing
and va l i d ation by developers and the
Flight Control Team. For missions in
their operational phase, the effort and
o p e rational risks are often considered to
be too high, so missions in their ro u t i n e
phase are usually reluctant to take new
i n f ra s t r u c t u re ve r s i o n s. Howeve r, the
mission family ap p roach can help to
re m ove this barrier. For ex a m p l e, wh e n
Ve nus Express was preparing for launch,
its MCS was based on the most re c e n t
SCOS-2000 (at that time, version 3.1),
whilst the alre a dy - flying Rosetta and
Mars Express continued to use the
p revious version. Once the Ve nus Expre s s
p roject completed operational va l i d at i o n

o f the new system, migration of t h e
Rosetta system to the new interplanetary
kernel was stra i g h t fo r wa rd, taking a few
m o n t h s. Fo l l owing this, migrating the
Mars Express MCS was even quicke r,
lasting only a few we e k s.

Cost, schedule, quality and risk
The delta ap p roach achieves cost
reduction by having:

– less system specification, design and
development effort;

– less validation effort;
– shortened project elapsed time;
– higher software quality;
– lower risk because of the validation by

earlier missions in the family.

The illustrations show that the
d evelopment costs prog re s s ive ly decre a s e
and that the earlier missions have to pay
the price of an earlier (less rich and stabl e )
i n f ra s t r u c t u re softwa re and of being the
first implementers of the mission family
kernel. Clearly, one has also to factor into
the interpre t ation of these figures the
c o m p l exity of the spacecraft, which is
c e r t a i n ly higher for the interplanetary
f a m i ly. Additional cost savings can be
a c h i eved during maintenance.

Conclusions
There are benefits in taking the delta
approach to building mission control
systems and simulators, and splitting the
mission ground software into layers for
p rog re s s ive re u s e. Softwa re is
systematically reused, focusing specifi-
cations, design and development on the
differences. The new software may then

i t s e l f be reused in a new laye r, the
Mission Fa m i ly Kernel. This delta
approach encourages new missions to
make their new features or improve-
ments generic. Migration to new
versions of the infrastructure software
can be done by one mission (say, a new
family member), and the other missions
in the family may then benefit from it
with minimal risk and effort.

ESOC simulators have also benefited
from this approach. With a common
simulation framework, standardisation
of external interfaces, internal interfaces
and components, a high-level of reuse
has been achieved. Simu l ator costs,
h oweve r, remain sensitive to the
differences between the spacecraft they
simulate. By the same token, they are
reduced as standardisation of space and
ground segments subsystems, interfaces
and processes consolidate.

ESOC has drawn its proven infra-
s t r u c t u res for MCS and Operat i o n a l
S i mu l ators together to provide the
EGOS open, flexible infrastructure that
stimulates reuse during all project phases
and from one project to another. This
provides a virtuous circle of improving
quality and increasing re u s e, wh i c h
results in lower costs and improve d
service for the end users.

Last but not least, it is worth stressing
that the whole field of ground segment
engineering and operations benefits
from the family mission approach. This
a l l ows combination or cooperat i o n
b e t ween teams for the indiv i d u a l
families in all specialist areas, ranging
f rom ground stat i o n s, mission dat a
systems and flight dynamics to ground
segment operations and spacecra f t
o p e rat i o n s. On the operations side,
similarities between missions and
between the systems on the ground used
to operate them save on training and
o p e rations costs, leading to fewe r
operations staff per mission, as well as
f a c i l i t ating mobility of s t a ff b e t we e n
m i s s i o n s. In short, knowledge re u s e
within the various engineering teams
and the infra s t r u c t u re itself i s
maximised, with considerable benefits in
cost and risk reduction. e
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