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Light Absorption Enhancement with
Bio-inspired Nanostructures for Space

Solar Cells

Abstract

In this study we aims to describe bio-inspired and industrially scalable advanced concepts for increasing
the end of life efficiency of space solar cells. More specifically, this report is concerned with the structure of
the dielectric layers in between the semiconductor and the cover glass. By scattering light with dielectric
nanostructures, reflection losses can be reduced and at the same time the effective optical path length
inside the semiconductor can be made larger than the semiconductor layer thickness. This should allow
for reduced device thickness and consequently lead to a lower sensitivity to the reduced diffusion lengths
resulting from radiation damage.

The starting point for this exploratory study has been inspired by biological structures optimized by
natural selection such as diatoms and moth eyes.

The most striking result is the possibility to reduce the thickness of the InGaAs layer of a prototypical
space solar cell from 1.8 µm to 0.5 µm without sacrificing efficiency. Special emphasis is put in describing
the impact of the middle junction thinning on the end of life efficiency.

We have also found that in addition to a light-trapping structure beneath the cover glass, a spectrally
selective mirror of very high reflectance is important. Realistic proposals critically review the penalty
introduced when non-ideal systems are introduced.

We consider the results of this research promising to integrate the technology roadmap of the European
space photovoltaic industry.

1 Introduction

Innovation in solar cells for space is a very active field. One of the main lines of work is at the
device level. The three main technologies to achieve higher efficiencies are lattice-matched epitaxy,
upright metamorphic and inverted metamorphic combining either three or four junctions. Figure 1
shows the roadmap of Azur Space Solar Power GmbH, the main European producer of solar cells
for space. The roadmap identifies the maturity of each technology together with its performance
and suitability for different orbits altitudes. Currently, the solar cell efficiency at the beginning of
life (BOL) lays between 30% and 32%.

A major problem that solar cells are facing in space is the reduction in the end of life (EOL)
efficiency. One of the main causes is the creation of defects by high energy particles. The minority
carriers diffusion length is reduced due to the scattering with the newly created defects impacting
the collection efficiency. A direct way to enhance the EOL is by thinning the thickness of the
junctions. However, this approach has a great penalty in the light being absorbed and thus in the
efficiency. Our proposal is to introduce a photonic structure between the top surface and the cover
glass to bend the light away from the solar cell normal and hence increase the optical-path length.
In addition, it is also possible to couple the incoming light with the natural guided modes of the
layer stack, resulting in its total absorption. The combination of these type of techniques with
solar cells to increase the absorption is known as light-trapping techniques. An additional benefit is
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Figure 1: Azur’s roadmap of the development of future solar cells for LEO, GEO and MEO missions.
Colors indicate the technology employed in the device fabrication: (blue) lattice-matched, (orange)
upright metamorphic and (green) inverted metamorphic. Extracted from Ref. [1]

the possibility to reduce the reflection losses, meaning that no additional anti-reflective coating
treatment would be needed in the solar cell.

In this study, we focus on the prototypical space solar cell, the 3G30. It is a very mature
technology as can be seen in Figure 1. The solar cell consists of three junctions fitted for the
bandgaps 1.9, 1.4 and 0.66 eV. The three junctions comprise GaInP, InGaAs and Ge semiconductors,
respectively. The most critical junction is the InGaAs layer [2]. Substantial efforts are made to try
to reduce its thickness. [3, 4, 5]. A cross-section of the solar cells is reproduced in Figure 2(a).

600 nm

1870 nm

(a)

window (Al0.5In0.5P)

top cell (Ga0.51In0.49P)

middle cell (In0.01Ga0.99As)

perfect mirror / DBR

Light-Traping Structure

Cover glass

bottom cell Ge (b)

Figure 2: (a) TEM cross-section of 3G30 solar cell. Extracted from [1]. The thickness of the top and
middle junction have been determined graphically using the scale at the bottom. (b) Model of the
3G30 used in the optimization and cell characterization.

The thickness of the top and middle junction has been determined graphically using the scale
displayed at the bottom. The material concentration is not provided in [1]. It has been set by
searching for the lattice match ternary to the Ge substrate. The overshoot step-graded buffer may
introduce some deviations to the actual values. A distributed Bragg reflector (DBR) is placed
between the bottom junction and the other two junctions. It is a dielectric mirror introduced to
reflect the light of energy greater than that of the middle cell (1.4 eV). The luminescence from the
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middle junction is reflected back into the top junctions.
The model for this device is shown in Fig. 2(b). We consider a cover glass which plays the

role of a front media, i.e. a semi-infinite space in which the solar light is propagating. Next, we
place the light-trapping structure which is described in the next Section. For simplicity, we have
ignored here the encapsulant material usually found between the solar cell and the cover glass.
The refractive index contrast between the encapsulant layer and the cover glass is very small
and therefore it is justified to disregard it from the optical analysis, the main objective of the
current study. The rest of the layers are part of the solar cell. The first layer in the solar cell is the
window layer to prevent the recombination of carriers at the top interface. Its thickness is kept
fixed to 15 nm being its composition Al0.5In0.5P. The top and middle cell are two homogeneous
layers: Ga0.49In0.50P and In0.01Ga0.99As, respectively. If not stated otherwise, we will considered as
reference thicknesses the values reported in Fig. 2(a). Finally, at the bottom is the Ge substrate.

In between the middle and bottom junction we consider the effect of an interstitial mirror. As a
first approximation, the effect of the DBR is modelled as a spectrally selective perfect mirror (SPM)
an ideal material with large dielectric constant (109) for energies smaller than the InGaAs bandgap.
In this way, we reduce the complexity of the problem while keeping the fundamental elements
of the device. This approximation is used in Section 4. A more realistic approach is to introduce
a DBR. Such possibility is explored in Section 5, where different combinations of materials and
number of layers and periods are studied.

The report is organized as follows. As the main source on enhancement of the efficiency of the
solar cell relies in the light trapping structures (LTS), we describe the two bioinspired designs in
detail in Section 2. One design is inspired in the moth eye and the other on the shell of the diatoms.
All the methods employed in the study are described in Section 3. The results are divided in two
main sections. In Section 4 we pay special attention to the enhancement of the EOL by introducing
the LTS. There we optimize the two LTSs and find that the moth eye structure provides better light
absorption. Furthermore, its fabrication is simpler and has already been experimentally achieve.
We also discuss the actual increase in the EOL by developing an analytical model to cope with the
carrier collection probability under arbitrary generation profile across the cell. We show that the
radiation damage in the interplanetary space is independent of the thickness of the layers or the
LTS design but the collection probability strongly depends on the thickness.

From these two main conclusions, we proceed to look into more detail the optical approxima-
tions made so far, in particular, on the use of a SPM. In Section 5, we focus on the moth eye LTS
and explore the impact of replacing the SPM by physically realizable DBRs. We then introduce the
LTS in combination with a DBR, analyze the optical properties and discuss the viability of the
proposal from a fabrication point of view. The two main results section complement each other
covering a broad phenomenology and opening new lines of research for future implementations.

2 Bioinspired light-trapping structures

Sunlight is the primary energy source for life on earth. In some habitats and environments the
solar irradiance is reduced. Species living in such an environment have developed strategies
to harvest the remaining sunlight in an effective way. There is wealth of bio-inspired photonic
materials with potential for solar energy harvesting. [6]. One example for this are diatoms, a
pelagic microalga. Diatoms have a silica microshell (frustule) that is multifunctional: it enables
the diatoms to collect the sparse sunlight and maximize their rate of photosynthesis [7] while
providing it with extraordinary mechanical robustness [8]. A second example is the moth’s
eye (ME) structure. Moths are night insects and therefore have adapted their vision organs to
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poorly illuminated environments. In particular their composed eyes resemble a periodic lattice of
nano-cones. Their use as anti-reflective coatings and light-trapping structures has been exploited
in solar cells to this aim [9, 10, 11, 12, 13, 14, 15].

Applying such strategies for efficient absorption of sunlight could be beneficial for solar
panels on spacecraft. In the following, the characteristics of these structures and their potential
to find application as a biomimetic role model for the application on spacecraft solar panels are
investigated.

2.1 Moth’s eye structure

The compound eyes of moth consist of corneal nipples spanned in a hexagonal lattice [16]. Inspired
by this design, we studied in Refs. [14, 15] the performance of a square lattice of nanocones as
anti-reflective coating in multijunction solar cells. Here we briefly summarize the main results.
An schematic depiction of the structure is shown in 3(a). It is possible to distinguish the different
elements of the photonic structure. The brown layer represents a GaInP substrate, the green
layer corresponds to the window layer, the grey-gradient layer is a spacer and the ME is sited
on top of a base layer consisting on a square lattice of cones. The geometry was optimized for a
different combinations of materials to reduce the reflection losses. The results of the reflectance
are reproduced in Fig. 3(b). It is always smaller than a 5% in a very broad spectral range (350
nm - 1800 nm), being remarkably smaller than that of a ZnS/MgF2 bilayer in the short and large
wavelength region. The fabrication was conducted in Ref. [15]. Many nano-lithography techniques
are available, however only a few are suitable for low cost fabrication of large area devices such as
solar cells. Laser interference lithography (LIL) was employed in the fabrication of ME. Mainly
for its capability to uniformly pattern large areas (>1 m2) [17, 18]. Electron beam lithography
(EBL) and focused ion beam (FIB) are often used for fabricating high quality photonic crystals,
but these techniques are not suitable for large area applications due to the use of finely focused
beams to define the patterns point by point. Another considerable advantage of LIL is that it is a
mask-less technique, in contrast with nano-imprint lithography, and therefore, it is compatible
with preexisting patterns such as solar cell electrical contacts.

2.2 Diatom structure

An attempt to translate and abstract the structure of Coscinodiscus wailesii was made by Chen et
al. [19] (see Figure 4(a)). The structure consists of three layers known as cribelum (top), cribrum
(middle) and areola (bottom). To investigate the impact of a single layer, Chen et al. performed
a RCWA analysis (rigorous coupled wave analysis), placing the different layer models on top
of a thin-film solar cell (PTB7:PC71BM layer, 50 nm thick). No enhancement peak was observed
for the abstracted cribellum. This is appointed to the fact that the lattice and pore size of the
cribellum layer is much smaller than the typical wavelength. In the subsequent simulations,
the cribellum layer was therefore represented by a homogenize dielectric layer. However, in
the case of the abstracted cribrum case, an enhancement peak is observed at a wavelength of
390 nm and a wider peak is observed for the internal plate (areola) case at a wavelength of 750
nm. In another simulation, the different layers were simulated as a stacked configuration on
top of the active layer. To investigate the influence of the stacking, a simulation was performed
comparing the full structure to a control case (the layers consisted of homogenized effective
refractive index) and to the bare absorber. The results are reproduced in Fig. 4(b). A broadband
enhancement in absorption compared to the respective control case was found. The enhancement
was a factor of 1.41 (compared to 1.07 in the control case). Consequently, it can be concluded
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(a) (b)

(d)

(c)

Figure 3: (a) Schematic draw of the ME structural abstraction. (b) Comparison of the reflection of
the ME versus a bilayer. (c) Cross-section and planar SEM image of the ME structure fabrication.
(d) Comparison of the experimental and theoretical reflection. Panels (a-b) are extracted from [14]
and (c-d) from [15].

that the enhancement effect is the result of the combination of different layers. Hence it is also
plausible, that a variation and combination of different layers with various pore sizes could be
tailored to specific enhancement peaks.

In conclusion, the diatom structure shows a moderate enhancement of the absorption with
respect to the bare and control cases. The spectrum is only analyzed in a narrow range from 400
nm to 800 nm. In addition to that the fabrication of the structure is difficult to implement as it
requires the stacking of two photonic crystals of different pore size and lattice constant. In this
report, we will take as starting point the diatom structure and perform an optimization of the
parameters to obtain the optimal design to asses its fabrication potential.

3 Methods

3.1 Solar cell and light trapping structures

The schematic of the solar cell model is shown in Figure 5(a). For the LTS, the underlying absorbing
substrates have dissimilar optical properties from the ones found in nature and the spectrum of
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(b)(a)

Figure 4: (a) Abstraction structure of the diatom shell consisting of three layers as described in the
main text. (b) Absorption and enhancement factor of an organic absorber finished by either the
diatom structure (red line), a control case (blue line) and the bare absorber (black line). Extracted
from Ref. [19].

interest differs, therefore we redesigned the structures to fit the requirements of the solar cell.
The geometries of the LTS were parametrized and optimized, with the goal to achieve maximum
solar cell efficiency. We compare the LTS performance to a reference anti-reflective coating (ARC),
which consists of two layers made of MgF2 and ZnS with thicknesses h1 and h2 as shown in Figure
5(b).

The moth-eye structure is abstracted as a square lattice of cones, similar to [14, 15], with lattice
constant am. The unit cell is shown in Figure 5(c). Each cone is described by the radius rm and
height hm and it is placed on top of the base layer of thickness hb, which accommodates the guided
modes that participate in the light trapping. The cones and the base layer are made of TiO2. A
spacer layer of thickness hs made of Si3N4 is placed between the base and the solar cell.

The diatom LTS is based on the hard cell wall (frustule) of the diatom species Coscinodiscus
wailesii described previously. As it was mentioned before, the frustule of the C. wailesii is composed
by three layers decorated by a hexagonal lattice of pores: the cribelum (top), cribrum (middle)
and areola (bottom). The cribellum pore size is much smaller than the typical wavelength of light;
simulations of the individual layers have shown that the cribelum plays a minor role in the light
enhancement and can be omitted [19]. In the present study, the diatom structure consists of two
layers made of TiO2, resembling the areola and the cribrum, as shown in Figure 5(d). The unit cell
of the areola layer is a rectangle with sides aa and

√
3aa, perforated with holes of radii ra. The

cribrum consists of an identical unit cell, which is scaled down by an integer factor in comparison
to areola ac = aa/nc, nc ≥ 2, nc ∈ N. We denote the radius of the holes in the cribrum layer by
rc. The two layers are displaced relative to each other by the displacement vector r0 ∈ R2; for
r0 = (0, 0) the centers of all the areola holes coincide with hole centers of the cribrum. We denote
the thickness of the areola and the cribum layers by ha and hc respectively.

3.2 BOL solar cell model

The propagation of light through the LTS structure and the solar cell was simulated using the
Fourier Modal Method (FMM), also known as Scattering Matrix Method (SMM), a technique
applicable to 3D layered structure with 2D periodicity. The absorption of wavelength λ at junction
i ∈ {GaInP, InGaAs, Ge}, ai(λ), is computed by solving the scattering matrix for each layer, which
connects the incoming light to the Poynting flux entering and exiting the layer bounds. We use
the software S4 [20], an open-source implementation of the SMM technique. We sampled ai at
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Figure 5: Schematic of the solar cell and the anti-reflective structures. (a) Layers of the triple
junction solar cell. (b) Bilayer anti-reflective coating. (c) Unit cell of the moth-eye LTS. (d) Unit cell
of the diatom LTS.

500 wavelengths between 350 nm and 1900 nm. For all optical simulations, we assume that the
cover glass layer has a constant refractive index of ncover = 1.4. For the rest of the materials we
considered a complex wavelength-depended refractive taken from the literature (references are
given in Table 1). We model the SPM by increasing the dielectric constant of the Ge substrate to
a very large value (∼109) for photon energies >1.4 eV, i.e. the gap of the middle junction. The
number of basis functions for SSM was set to 51 per unit cell; for the diatom it translates to 51nc.

Given ai(λ), we estimate the efficiency of the solar cell, η, by considering an equivalent
electrical circuit. Each junction is abstracted as a current source, which account for the junction
photocurrent, with a radiative coupling component and an ideal diode connected in parallel. At
BOL, we make the simplifying assumption of complete photocarrier collection, which is reasonable
for high quality solar cells. Moreover, this definition of BOL efficiency serves as an informative
figure of merit for the optical performance of the cell. Thus, the photocurrent density at junction i
becomes

Jph,i =
q
hc

∫ λg,i

0
ai(λ)Φ(λ)λdλ (1)

where q is the charge of the electron, h is the Planck constant, c is the speed of light and λg,i is the
wavelength that corresponds to the band-gap of the junction.

The spectral irradiance of the incident light, Φ(λ), is computed using the AM0 spectrum. The
radiative coupling increases the photocurrent of the junction, if there is excess current the junction
above. The increase in current of the ith junction is computed using the recursion [29]

Ji =

{
Jph,i + βERE(Ji−1 − J) Ji−1 > J
Jph,i otherwise

(2)
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Table 1: Composition of materials, layer that appear in and references to their optical properties.

Material Layer Reference
MgF2 bilayer ARC [21]
ZnS bilayer ARC [22]
TiO2 diatom/moth-eye LTS [23]a

Si3N4 moth-eye LTS [24]
Al0.5In0.5P window [25]
Ga0.51In0.49P top junction [26, 27]
Ga0.99In0.01As middle junction [24]b

Ge bottom junction [28]
a Properties for polycrystalline anatase.
b Optical properties of GaAs were used.

where J is the common current flowing through the cell, ERE is the external radiative efficiency
and β is the radiative coupling parameter. No radiative coupling takes place in the first junction,
namely JGaInP = Jph,GaInP. Following [30], we assume constant values for β = 11 and ERE = 0.01
and we compute the reverse saturation current density as

J0,i = γi Jdb,i/ERE (3)

Jdb,i =
2πq(kT)3

h3c2

[(Eg,i

kT
+ 1
)2

+ 1

]
e−Eg,i/kT (4)

where k is the Boltzmann constant, T the absolute temperature of interest and Eg,i is the band gap
at the ith junction. The coefficient γi = 1 + β for junctions with the ideal SPM (top and middle
in the present study) and γi = 1 for the rest. The cell voltage is the sum of the voltage of each
junction

V = −RJ + ∑
i

kT
q

ln
(

Ji − J
J0,i

+ 1
)

(5)

with the series resistor R = 4× 10−5 Ω m2 lumping the contribution of all internal losses. We
determine the maximum power numerically, Pmax = max(V J) and compute the efficiency as:

η =
Pmax∫

Φdλ
(6)

3.3 EOL solar cell model

To connect the radiation exposure to the cell efficiency, we expanded the solar cell model to
account for defect-induced changes in the semiconductor properties. Specifically, we assume that
the introduction of defects in the semiconductor lattice decreases the minority carrier lifetime from
the initial value of τ0,a to the value τa after irradiation. The subscript a can refer either to electrons,
n, or holes, p, depending on the type of doping. The relation of τa with the radiation exposure is
described in detail in the subsequent Section 3.4. Moreover, we neglect the radiation damage on
the top and bottom junctions because the deterioration in solar cell performance is dominated by
the degradation of the middle junction [31, 32, 33]. For the top and middle junctions we assume
complete photocarrier collection.
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The effect of the reduced lifetime in the solar cell efficiency is accounted for by expanding
the BOL model to include 1D diffusion dynamics. Appendix A describes the 1D diffusion model
and proposes an analytical solution. Two main adjustments are introduced in comparison to the
complete photon collection assumption. First, the photocurrent is limited a τa-depedent collection
probability, Pc, which modifies Eq. (1) as

Jph,InGaAs =
q
hc

∫ hInGaAs

0

∫ λg

0
Pc(x)a(λ, x)Φ˘(λ)λdλdx (7)

where x is the depth in the junction measured from the top and hInGaAs is the thickness of the
middle junction. We note that the absorption coefficient is a function of both λ and x in Eq. (7).
Second, the junction saturation current increases due to the diffusion dynamics by the term Jd0 as

J0,InGaAs = γJdb,InGaAs/ERE + Jd0. (8)

The calculation of the radiative coupling is performed as before, with the difference that Jph,InGaAs
is calculated using Eq. (7).

For the undamaged cell, we assume that τ0,a is dominated by the radiation recombination
lifetime and depends on the dopant concentrations as τ0,n = (BNa)−1 and τ0,p = (BNd)

−1, with
Na and Nd being the acceptor and donors concentrations respectively. The previous relations have
been derived under the assumption that the majority carrier concentrations are approximately
equal to the respective dopant concentrations. For the simulations, we used value of GaAs
B = 2× 10−10 cm3 s−1 for the recombination probability [32].

3.4 Radiation damage modeling

The impact of radiation on τa was assessed using Monte Carlo simulations. High energy particle
lose energy as they traverse through a material that falls into one of two categories [34, 35]: a)
electronic energy loss, which includes interactions of the projectile with the bound electrons of
the medium and b) nuclear energy loss, which accounts for the collisions between the projectile
and the atoms of the medium. Semiconductor degradation is connected to a portion of the
nuclear energy loss referred to as the non-ionizing energy loss (NIEL). The NIEL deposited
energy disturbs the nuclei off the semiconductor lattice, leading to the appearance of atomic
displacements. Specifically, the energy deposited on atomic displacement per unit mass of the
semiconductor, termed the damage dose Dd, has been directly connected to the Frenkel pairs (FP,
vacancy-interstitial pairs) density [36, 34].

The damage dose induced by a radiation source with spectral fluence φ (number of particles
per area per energy) is equal to

Dd =
∫

φ(Ep)
dEde(Ep)

dχ
dEp (9)

where Ep is the energy of the incoming particle and dEde/dχ is the displacement mass stopping
power, namely the energy deposited on atomic displacements per unit path length normalized by
the material density. Semiconductor atoms recoil with energy Er after interaction with the particles
and permanent defects occur if Er is greater than a material dependent displacement threshold
energy Ed. Even if Er ≥ Ed, only part of Er contributes to stable defect formation, captured by the
Lindhard partition L(Er), whereas the rest is dissipated as lattice vibrations [37, 38]. Hence, the
mass stopping power for all interaction is given as a function of Ep as

dEde(Ep)

dχ
=

NA

A ∑
k

∫ EM

Ed

ErL(Er)
dσk(Ep, Er)

dEr
dEr (10)
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where NA is the Avogadro number, A is the atomic weight of the medium, dσk/dEr is the
differential cross section of the k-th reaction and EM is the maximum recoil energy achievable by Ep.
The summation is taken over all possible reactions between the projectile and the semiconductor
atoms. For protons and electrons interactions with the lattice atoms occur through Coulomb
scattering. Additionally, for protons with energies above ∼10 MeV, nuclear elastic and inelastic
reactions has to be taken into account [39]. Eq. (10) is valid for simple substances, whereas for
compound materials Bragg’s rule applies; the mass stopping power is calculated as the sum of the
mass stopping power of each material weighted by its mass fraction [31].

We employed the Geant4 software [40] to assess the impact of thinning the middle junction on
Dd (see Appendix B for simulation details). During the simulations, we track particle path and
record Er of primary knock-on atoms (PKA, atoms that were displaced due to interaction with the
energetic particles) in the middle junction. We set Ed = 21 eV, value that has been proposed for
GaAs [31, 33], and use the formulation in [37] for L(Er). We approximate Eq. (9) as

Dd =
φ0

φms

N

∑
n=1

Er,nL(Er,n) (11)

where n is the event index, N is the total number of recorded PKA events, ms is the mass of the
middle junction and φ0 is a reference fluence. The Frenkel pair concentration is computed by
means of the modified Kinchin–Pease formula [34]

FP ∼ Ddρs

Ed
(12)

where ρs is the density of the middle junction material. We treat quantities that computed from the
Monte Carlo simulations as random variables and report the mean values with the 99 % confidence
interval (CI). For Dd, the mean value is computed from Eq. (11) and the variance from

σ2
D =

(
φ0

φms

)2 M

∑
m=1

[Er,mL(Er,m)]
2 . (13)

The distribution of Dd is assumed normal due to large number of recorded event, similar to [41].
The FP density is connected to τa as follows: the increase in the inverse of the lifetime has been

shown to be proportional to FP [34], and as a consequence of Eq. (12) is also proportional to Dd.
Therefore, after irradiation

1
τa

=
1

τ0,a
+ KaDd (14)

where Ka is the damage coefficient. We note that Eq. (14) is equivalent to the commonly used
formula that connects the increase in the inverse of the lifetime to φ [42, 32].

3.5 Geometry optimization

For optimizing the LTS geometries, we are interested in attaining the maximum efficiency, η,
while keeping the thickness of the middle junction, hInGaAs, minimum. These requirements form a
multi-objective optimization problem:

min
zp

(−η, hInGaAs) (15)

s.t. zp ∈ Z
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Figure 6: Optimization results for the LTS. (a) Comparison of the BOL efficiency between the LTS
and the BL ARC. (b) Detail of the absorption of the middle junction per wavelength for solar cells
with the BL and the LTS with equal BOL efficiency. The depicted absorption profiles correspond
to the points in panel (a).

where zp is a vector holding the parameters of the LTS geometry. The set of allowable solutions, Z,
incorporates the constraints on the parameters that encode meaningful solutions. The solution to
Eq. (15) is composed by the set of points, referred to as the Pareto front. Any point on the Pareto
front cannot be further improved without sacrificing at least one of the objectives.

We obtain the Pareto front using the software package Pygmo [43]. We employed the evo-
lutionary algorithm NSGA-II, which imitates the process of natural selection. Every distinct
LTS geometry is seen as an “individual”, which described by its “chromosome” zp. An initial
population satisfying Z is selected randomly. At each step (generation), new individuals are
created by crossing (mating) and mutation operations. Each new individual is assigned a fitness
score, in our case the tuple (−η, hInGaAs), and the next population is selected by taken the fitness
score into account (survival of the fittest). Different populations can be evolve simultaneously and
exchanging individuals during their evolution (island with migration model). The results for the
diatom LTS obtained a single populations of 52 individuals evolved for at least 270 generations.
The moth-eye geometry was optimized in 4 fully connected islands of 24 individuals each for 50
generations.

4 Results on radiation damage

4.1 Optimized LTS

Figure 6(a) compares the Pareto fronts for the diatom with nc = 2 and moth-eye LTS to the bilayer
ARC, as resulted from the optimization procedure. For the bilayer ARC, the optimal structure
was determined to have a constant h1 = 91.5 nm and h2 decreasing from 59.3 nm to 53.7 nm as
the thickness of the middle junction increases. Both LTS achieve higher η values for the whole
range of hInGaAs in comparison to the bilayer ARC, with the highest improvement occurring as
the middle junction becomes thinner. Substituting the bilayer ARC with the LTS allows to reduce
the thickness of the middle junction from 1.87 µm for the reference design down to 1.00 µm or
0.68 µm for the diatom and the moth-eye LTS, respectively, without sacrificing the BOL efficiency.
The absorption at the wavelengths of interest for the middle junction is contrasted in Fig. 6(b)
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Figure 7: Optimal solar cell efficiency for different configurations of the diatom LTS. Four
configurations are shown: normal layer ordering (DA), reversed ordering with the areola on top
of the cribrum layer (DA rev), single layers with hexagonal pores (1L) and normal layer ordering
with nc as a optimization parameter (DA LS).

for the bilayer ARC and the LTS with equal BOL η ≈ 30.64 %. Setting the LTS and the reference
structure at a equivalent BOL efficiency, makes for a reasonable and informative way to compare
the radiation hardness of the different designs.

We present the geometrical parameters of the optimized structures in Appendix C. The diatom
structure though is composed by two photonic crystals of different pore size and lattice constant,
making a more complicated structure from a fabrication point of view. The set of parameters
introduced in Section 3.1 do not encode all the possibilities and do not shed light on the importance
of the cribrum layer. Thus, we repeated the optimizations for two additional configurations: a
reversed ordering diatom, with the areola placed on top of the cribrum and a single dielectric
layer with pores in a hexagonal lattice. We describe the latter configuration using the geometrical
parameters of the areola, e.g. we use aa for the lattice constant. Additionally, we performed the
optimization with the normal ordering for the diatom including nc ∈ [2, 5] as an optimization
parameter. The achieved maximum efficiency for the aforementioned configurations is shown
in Fig. 7. The normal ordering is the most successful for wide range of hInGaAs. Only for very
thin junctions, below 0.4 µm, the reversed configuration is able to achieve the highest efficiencies.
Optimizations with nc as a free parameter did not achieve substantially improved results in
comparison to fixing nc = 2. The single layer with pores attained the lowest η for the vast range
of hInGaAs or comparable for thick junctions.

4.2 Radiation induced damage

The LTS enable a substantial decrease in the thickness of the middle junction. To quantify the
potential improvement in radiation hardness, we first assess the impact of thinning of the junction
on Dd and consequently on the defect density. The relation between Dd and hInGaAs allows to
determine the decrease in the minority carrier lifetime for different cells designs at the same
radiation exposure. To isolate the effects coming from the junction thinning alone, we simulated
the solar cell with the bilayer ARC without the protective cover glass for middle junction thickness
from 0.2 µm to 2.0 µm. The material and thickness of the rest of the layers is the same as the one
used for the optical simulations. The thickness of the bottom junction was fixed to 148 µm. Figure
8(a) and (b) plots Dd inflicted on the middle junction for monoenergetic electrons of 1 MeV and
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Figure 8: Radiation damage for different thicknesses of the middle junction. (a) Damage dose in
arbitrary units deposited on the middle junction of a solar cell for incident electrons of 1 MeV and
5 MeV. The middle junction thickness varies from 0.2 µm to 2.0 µm, while all the other layers are
keep constant. (b) Same as panel (a) for proton of 3 MeV and 10 MeV. (c) Mass stopping power
as measured along the normalized junction depth. The presented values correspond to the two
extreme thickness of panel (a). CI has been omitted for the shake of clarity. (d) Same as panel (c)
for proton irradiation.
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Table 2: Comparison of Dd [109 MeV g−1] between solar cells with the LTS and the bilayer ARC.
Results for one year in orbit with φ0 equal to the total particle fluence.

orbit BL DA ME
LEO 7.39± 2.09 6.63± 1.31 6.62± 1.57
HEO 1261± 61 1338± 90 1257± 101
GEO 29.9± 7.3 32.8± 11.9 28.0± 8.2

5 MeV, and protons of 3 MeV and 10 MeV at normal incidence; Dd depends on the energy and the
type of the incident particle but not on the thickness of the middle junction. The independence
of Dd from the junction thickness implies that for a given particle and energy, dEde/dχ remains
almost constant as the particle traverses the middle junction. This is confirmed by the recorded
values of dEde/dχ for the aforementioned cases, which are shown in Fig. 8(c) and (d) for the two
extreme cases of middle junction thickness.

Still, the dissimilar materials and thicknesses of the layers between the ARC and the LTS may
affect the induced defect density. We repeat the simulations for the cells with the optimized LTS
and reference ARC with an equivalent BOL efficiency, which we described in Section 4.1. We
selected a representative space radiation environment, composed of electrons and protons meeting
the solar cell at angles ranging from 0° to 90°. Three different orbits were considered: a low-earth
orbit (LEO), a highly elliptical orbit (HEO) and a geostationary orbit (GEO). Appendix B details
the energy spectra the cells encounter in these orbits. All cells were simulated with a protective
cover glass of 100 µm. Table 2 compares the Dd for the three solar cell designs, verifying that the
solar cell degradation is connected to the radiation environment and not to the junction thickness
or the LTS.

4.3 EOL efficiency analysis

The radiation induced defect density on the middle junction is independent from the junction
thickness and the anti-reflective coating or the LTS, as discussed in Section 4.2. Therefore, the
deterioration in cell efficiency for different combinations of junction thickness and LTS can be
compared at a given radiation exposure by computing η at equal values of τa.

For the reference middle junction design, we assume an emitter with width xW = 0.5 µm
and we set the doping concentrations for acceptors at Na = 5× 1016 cm−3 and for donors at
Nd = 2× 1017 cm−3. We simulate cells with n and p-doped emitters. We connect τa to Dd
using the values Kp = 0.04 g MeV−1 s−1 and Kn = 0.23 g MeV−1 s−1, taken from [42]. Figure
9(a) compares the cell degradation at different radiation exposures for the solar cell designs
with equivalent BOL efficiencies from Section 4.1. The solid lines refer to p-doped emitter and
the dashed lines to n-doped emitter. We included the experimental values for the 3G30C cell
[1] for comparison. The experimental η values for 3G30C cell are reported for 1 MeV electron
irradiation and the same applies for Kp and Kn: the conversion to Dd is performed with the
coefficient 2.246× 10−5 MeV cm−2 g−1 computed in Section 4.2. Moreover, we plot the mean
collection probability over the junction width

Pt =
1

hInGaAs

∫ hInGaAs

0
Pc(x)dx (16)

in Fig. 9(b).
The LTS equipped cells demonstrate higher radiation hardness, with η being higher for all

values of Dd in comparison to the ARC design. For the p-doped emitter, the thinner the junction
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Figure 9: Comparison of EOL efficiency at different Dd. (a) Efficiency deterioration for various
levels of Dd for cells with equivalent BOL efficiencies (BL for bilayer ARC, DA for diatom LTS,
ME for moth-eye LTS). Values for the 3G30C cell from [1] are included for comparison. Solid and
dashed lines distinguish p and n-doped junctions respectively. (b) Mean collection probability
over the junction width for the same cases as panel (a). Diatom Pt curve for the p and n-doped
emitters overlaps.

the less the cell is affected by radiation, with the EOL efficiency for the moth-eye equipped cell
being almost 6.0 % higher than the reference cell at high Dd. When the emitter is n-doped, all
designs showed faster degradation, partially reflecting the smaller value of τ0,p in comparison to
τ0,n. In this case, the cell with the diatom LTS showed marginally the slowest degradation, with a
2.7 % EOL η difference to the reference cell. The mean collection probability captures adequately
the trends in η for similar cell designs. Yet, for the diatom LTS cell where the symmetry of the
design—the total junction width being 1.0 µm and the emitter width being 0.5 µm—results in
equal values for Pt for both the n and p emitters, the corresponding efficiency degradation profiles
are quite different. This highlights the important of maximizing Pc close to the incident of the
light, where the absorption is the highest. The computed η curves show a similar trend as the
experimental results of the 3G30C cell, without any fitting of the parameters. Moreover, it is
common to use the expression

RF = 1− C log10

(
1 +

Dd
Dx

)
(17)

to describe the degradation of the cells [44, 45, 31, 33], where RF = ηη−1
0 is the efficiency remaining

factor, η0 is the BOL efficiency and C, Dx are fitting parameters. We examine the capacity of Eq.
(17) to represent the simulated curves from Figure 9(a). The fittings are indistinguishable from the
data, with the smallest coefficient of determination being R2 > 0.997, illustrating the validity of
our model.

The results indicate that several parameters influence the solar cell radiation hardness. To gain
a better understanding, we investigated how the emitter width and the doping density may affect
the EOL efficiency at a constant Dd = 1011 MeV g−1. The assumption of complete photon collection
at BOL is not valid in this case, especially for high doping densities where τ0,a may significantly
decrease. Accordingly, we report the RF, with η0 calculated at Dd = 0. First, we calculated RF for
values of the emitter width ranging from xW = 0.10 µm to xW = hInGaAs − 0.10 µm. The acceptor
and donor concentrations are kept as in the reference junction. Figure 10(a) plots the remaining
factor for the LTS and the reference cell designs at various values of xW. The p-type emitter
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Figure 10: Comparison of efficiency remaining factor for different emitter parameters at Dd =
1011 MeV g−1. (a) Efficiency remaining factor versus emitter width for cells with equivalent BOL
efficiencies (BL for bilayer ARC, DA for diatom LTS). Solid and dashed lines distinguish p and
n-doped junctions respectively. (b) Efficiency remaining factor versus emitter concentration.

shows a maximum between 0.42 µm to 0.57 µm for all designs. The moth-eye LTS combined with
the thinner junction exhibits the highest radiation hardness. The maximum η for the n-doped
emitter lies close to 0.21 µm for all designs. As the emitter becomes deeper, the efficiency falls
sharply. We note that the η0 values remain mostly close to the ones of perfect collection; only the
bilayer reference cell showed a reduction in η0 by 0.6 % for the p-doped and 1.7 % for the n-doped
deepest emitter. Further, we simulated the irradiated cell for emitter doping concentration from
5× 1016 cm−3 to 1019 cm−3, with base concentration and emitter width as in the reference junction.
The results are shown in Fig. 10(b).

In general, the dopant concentration has a lesser impact on RF with the lowest concentration
exhibiting the highest hardness. As the dopant concentration increase, RF for p-type emitter
monotonically declines whereas it exhibits a minimum at around 3× 1018 cm−3 for the n-type
emitter. Interestingly, the cell with diatom LTS demonstrated the highest η for all values of
n-doped emitter concentrations. For the p-type emitter, η0 is almost constant for the investigated
Nd range. Significant decline in η0 was recorded for the n-type emitter for Nd > 5× 1017 cm−3,
with values dipping up to 8.3 % for the bilayer ARC cell at the highest concentration.

4.4 Discussion on radiation damage effects

The LTS, inspired by the moth-eye and the diatom patterns, increase the efficiency of solar cell in
comparison to the commonly industrially used bilayer ARC, especially for cells with thin middle
junction.

The bilayer ARC improves light absorption by decreasing the reflectance of the front surface,
minimizing the optical losses. The LTS further boost the efficiency by diffracting light, which in
combination with the SPM couples at the guided modes of the middle junction. The diatom LTS
incorporates two photonic crystals, opening more diffraction orders at two separate wavelengths.
The higher enhancement in η observed for the normal and the reversed diatom configurations in
comparison to the single perforated layer can be attributed to this fact.

These results reflect that the two-fold diffraction introduced by two stacked photonic crystals is
indeed very beneficial to enhance the efficiency of the solar cell above the single layer case. Chen
et al. [19] showed for an ultra-thin (50 nm) organic absorber that the total enhancement is the
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combination of each individual photonic crystal contribution, which agrees with our results. In
the reverse order, the large lattice constant aa is facing the front medium which might introduce
reflection losses. This can explain the reduction in efficiency for the thick layers (see Fig. 7), where
diffraction is not as important as the anti-reflection mechanism. For thin InGaAs, the efficiency
of both orderings are similar, being even higher for the thinnest cases under study. This again is
in line with the results of Ref. [19], as the authors show a similar enhancement for the reversed
order for the ultra-thin absorber. Still, the enhancement due to the diatom LTS is comparable to
the moth-eye structure only for hInGaAs smaller than approximately 0.4 µm. The tapered surface of
the cones has a higher capacity for diffracting light.

Aside for the solar cell performance, adoption of light trapping technologies is also governed
by ease of manufacturing. The bilayer ARC, composed of two simple layers, is definitely the
simplest to manufacture. Progress in manufacturing processes have made large scale production
of 3D structures possible. The moth-eye cone pattern has been transferred to Si3N4 by laser
interference lithography [15], a technique capable to uniformly pattern large areas. Moreover, the
nanocone arrays has been manufactured out of Si [46], TiO2 [47, 48] and glass [49] using plasma
and dry etching. The double photonic crystal arrangement of the diatom structure makes its
assembly a challenging task. Precise porous hexagonal array, resembling the single diatom layer,
have been fabricated using the photochemical etching technique [50], but bonding of the two
layers is necessary to complete the diatom structure. A fabrication process is explained in [51] for
a square lattice, although the authors recognize the challenge it represents. The implementation of
the SPM posses similar issues. A selective reflective layer can be realized as a distributed Bragg
reflector. For the DBR to achieve the necessary wavelength bandwidth, the use of materials with
high refractive index contrast is unavoidable. Additionally, the extinction coefficient of the DBR
material should be as low as possible to avoid any parasitic losses. These requirements may be
only attainable for a four terminal solar cell designs, a point that needs further investigation. An
alternative could be the use of an interstitial diffraction grating [52], although this also posses
several difficulties.

According to our simulations, the radiation damage sustained by thin cell junctions in space
is mainly governed by the radiation environment. Taking into account the energy deposition
mechanism, this is a reasonable observation. The energy of the incident particle dictates the rate
of energy loss along the trajectory through a given material.

For highly energetic particles the total energy deposit is small compared to the initial energy,
since the solar cell structure is relative thin. Therefore, the energy of the particle remains almost
constant along its path and so does the deposited energy per unit path length, resulting in
an almost constant Dd. There are cases where localized energy deposit may take place in the
semiconductor material, like for low energy protons that can be stopped inside the junction with
a Bragg peak produced at the end of the track. The continuous energy spectrum of the typical
space environment and the wide range of incident angles would diminish any localized effect.
This conclusion of approximately uniform damage distribution throughout the cell active region
is in agreement with [53], where omnidirectional proton irradiation was analyzed.

Thinning of the middle junction provides a compelling way to increase the radiation hardness
of multi-junction solar cells. The junction thickness is however just one of the parameters that
determines the sensitivity of the cell efficiency to the introduction of defects. Reduction in
junction thickness should be accompanied by systematic tuning of the cell emitter width and
doping concentration, to extort the maximum possible improvement with respect to cell radiation
hardness. The emitter width has previously been connected to the radiation hardness of solar cells,
with shallow emitters exhibiting slower degradation [42]. This fact is in accordance to our results
and more prominent for the simulated n-doped emitter cells. Lowering the doping concentration
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has a positive effect on radiation hardness as suggested by the recorded efficiency remaining
factors; simulations performed by [32] show the exact same trend, whereas in [54] medium to
high emitter doping densities achieved the highest power remaining factor.

From the mission design point of view, the thickness of the protective cover glass has been the
single design parameter to control the radiation degradation for space solar cells, an approach that
has been extensively discussed previously [44, 55]. The cover glass thickness affects the sustained
damage by altering the energy spectrum perceived by the solar cell material through shielding.
Reducing the sensitivity of the cells to radiation is a complementary approach to shielding and
both methods can be applied simultaneously. This can results in reduction of the array weight,
either from reducing the protective glass thickness or the number of panels needed to achieve the
EOL power requirements.

5 Results on the moth eye structure with interstitial mirror

Two of the main conclusions derived from the study of Section 4 are the convenience of reducing
the thickness of the middle junction to enhanced the EOL and of using the ME inspired LTS vs.
the DA one.

This Section brings further the optical part of the solar cell model developed in the previous
Section by replacing the selective perfect mirror by a realistic distributed-Bragg reflector (DBR).
The role of the DBR is analyzed using a bilayer-ARC and, later, with the ME LTS.

5.1 Efficiency of bilayer-ARC an interstitial selective mirror

We are interested in finding a physical system which can reflect the light of energy greater than
the In0.01Ga0.99As bandgap. This light would be absorbed in the top two junctions instead of being
transmitted into the Ge substrate. At the same time, photons with energy lower that the bandgap
need to be transmitted to let the bottom junction contribute to the photocurrent.

The simplest selective mirror that can be introduced in the tandem cell is a distributed Bragg
reflector. It consists of a bilayer structure repeated N times. The reflection is the result of destructive
interference in the back propagating direction when the optical path length equals a quarter of
a predefined wavelength, i.e. nLdL = nHdH = λ0/4, where n refers to the refractive index, d
to the layer thickness and L(H) labels the low and high refractive index layers. The reflectance
at λ0 is R =

[(
n2N

L − n2N
H
)

/
(
n2N

L + n2N
H
)]2 and the spectral width can be approximated by

∆λ/λ0 = 4/π arcsin [|nL − nH|/(nL + nH)], hence, the refractive index contrast would determine
the spectral width of the mirror and the number of layers the sharpness of the window. [56]
From the epitaxial point of view, the material comprising the DBR used in monolythic solar cells
are AlxGa1−xAs, being the Al concentration the parameter fixing the refractive index contrast.
The highest value is found for the two binaries AlAs/GaAs, being nH − nl = 0.6 at λ0 = 875
nm, which results in a spectral window of ≈ 100 nm. However, the absorption spectrum of the
middle junction spans over 233 nm, meaning that just a single DBR is not sufficient. Increasing
the reflectance window, or the photonic bandgap (PBG), is an extensively explored problem in the
literature. The first immediate approach is combining DBRs of different periods but equal filling
factor to overlap the high reflectance regions. [57] A less direct approach it to introduce disorder
in a larger arrangement to expand the PBG [58].

For the sake of simplicity we will consider here a stack of DBRs. Four systems are analyzed to
illustrate the effect of the interstitial mirror: i) no DBR case (NDBR), ii) selective perfect mirror
(SPM), iii) AlAs/Al0.315Ga0.685As DBR (LDBR) and v) a high-index contrast single DBR made
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Figure 11: (a) Total efficiency of the tandem solar cells as a function of the InGaAs thickness with
a bilayer ARC. Each point is the solution of an optimization. Black dots correspond to the solar
cell without interstitial mirror (NDBR). LDBR is indicated through the number of stacks and layers
in each stack (M,N). (b) Increase in efficiency with respect to the NDBR case. The lines show the
dependence on hInGaAs of the optimal solution at the position of the maximum (hInGaAs ≈ 430
nm.)

of SiO2/TiO2 (HDBR). To show the effect of stacking different DBRs we have explored different
combinations of the LDBR system labeled as (M, N), being M the number of stacks of N pairs.
The dependence of the efficiency on the InGaAs thickness (hInGaAs) is shown in Figure 11(a). The
different dots represent the optimal solution found by the genetic algorithm at each value of
hInGaAs. The family of points is known as the Pareto-optimal front (see Section 3.5), representing
the best compromise between the maximization of the efficiency and minimization of hInGaAs.
The black dots are the solution without mirror (NDBR). Just by inserting a single LDBR [case
(1,10)] we can observe a remarkable enhancement in the efficiency. To show the improvement in a
clearer way, we show in Figure 11(b) the efficiency of each calculation with respect to the NDBR
case. The efficiency increases monotonically as more DBR stacks are added, i.e. increasing M. For
the same number of layers M× N, cases (2, 20):(1, 40) and (3, 20):(6, 10) we observe that their
performance is very similar with a slight enhancement for higher M. The maximum expected
efficiency is represented by the SPM system, where all the light that could be absorbed in the
first two junctions is reflected without parasitic losses instead of being transmitted to the bottom
junction. The arsenide-based DBR approaches this limit only in the case of large hInGaAs (larger
than 1.5 µm). In contrast, the HDBR can easily reach that limit with just one stack of 20 layers.

The lines in Fig. 11(b) show the evolution for a fixed value of the ARC and DBR thickness
of the comprising layers. We take those values from the optimal solution an hInGaAs = 430 nm.
About this thickness, the efficiency change shows a maximum. In general, the lines overlap quite
precisely over the dots, showing that a single set of parameters can be used independently of
hInGaAs. The main difference is shown by the LDBR (1, 10) case, given that the spectral width of
the mirror is very narrow and hence sensitive to its spectral position. The values taken by the
different parameters are moved to the Appendix D.

To show the effect of the DBR on the optical properties, we show in Figure 12 the absorption
profile in the middle and bottom junctions. The absorption in the bottom junction overlaps with
that of the middle junction, although the lines can be easily discriminated due to their relative
value. The former are located at the bottom part and the latter in the upper part. The dark
shaded areas show the results for the SPM and HDBR structures. In both cases the absorption in
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Figure 12: Absorption in InGaAs and Ge junctions for four DBR structures for hInGaAs = 500 nm.
The vertical red line indicates the InGaAs band gap. The Ge absorption lines are plotted in dim
colors.

the bottom junction suffers a strong quench for wavelengths shorter than the InGaAs bandgap
(vertical red line). The spectral width of the mirror in the HDBR spans between the InGaAs band
gap to the small red arrow. This arrows points to a small peak, indicating that the absorption in
the Ge has been suppressed as a result of the optical interference in the DBR. The AlGaAs mirror
is not able to achieve such transmission suppression. For example, the absorption of the LDBR
(1,10) shows a dip around 0.8 µm corresponding to the reflectance window of the DBR. More
layers could reduce the transmittance but not the width, as discussed previously. The effect of
DBR stacking is illustrated by the LDBR (3, 20), where three different stacks are optimized. The
absorption in the Ge junction shows a sequence of narrow dips between 0.7 µm and the InGaAs
band gap. As a result, the absorption in the middle junction increases where the dips are located.

5.2 Efficiency of LTS and interstitial selective mirror

5.2.1 Efficiency of the LTS structure

After studying the enhancement introduced when a bilayer ARC is combined with an interstitial
mirror, we proceed to substitute the bilayer by an LTS comprising a moth eye photonic structure.
The parameters defining the structure are the lattice constant am, cone height hm, cone radius rm,
base hb and spacer hs. The material system is TiO2 for the cone and base and Si3N4 for the spacer.
The interstitial mirror is defined as in the previous section. The optimization results are shown
in Fig. 13. The three panels contain the same results but are displayed differently. In Fig. 13(a),
we present the total efficiency of the tandem solar cell for only three types of mirrors. Those
are the most representative from the study of Section 5.1: SPM, HDBR and LDBR (1, 10) (in the
following we refer to this latter structure as LDBR). The SPM is the structure which provides the
best performance. The HDBR is the closest physical realization of the SPM. Finally, LDBR is the
closest model to the actual 3G30 SC. We have also included the results of the bilayer ARC obtained
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Figure 13: (a) Total efficiency of the tandem solar cells as function of the InGaAs thickness. The
solid curves correspond to the LTS structures and the dashed one to the ARC structures. Colors
are the same for equal interstitial mirror. (b) Change in efficiency of each LTS structure with
respect to the ARC with LDBR (1, 10). (c) Change in thickness of the InGaAs layer as a function of
the efficiency for the same cases as in (b).

previously, as a reference. In all cases the LTS shows a great improvement in efficiency. This
is more dramatic for thin InGaAs thicknesses. For thicker hInGaAs, the middle junction absorbs
enough light and therefore the enhancement is not so remarkable. Still, the fact of showing a
modest improvement is a clear indication that light-trapping is added to the bare anti-reflective
effect.

The dashed line is the target efficiency of the 3G30 SC, i.e. approximately 30 %. The fact that
LDBR takes that value at 1.93 µm is a good indication of the validity of our physical model, as
the middle junction of the 3G30 is about 1.8 µm[1]. It is also noteworthy that the efficiency is not
very sensitive to the thickness around this value. In the following, we will discuss the change
in efficiency at a given hInGaAs and, conversely, the change in hInGaAs at a given efficiency, with
respect to the results of the ARC LDBR case.

Fig. 13(a) shows the aforementioned change in efficiency. These results serve to establish
what is the benefit of improving the reflectance spectral window of the mirror together with the
introduction of an LTS. The LTS provides an increase of 1 % for thicknesses greater than 1 µm,
only for thinner cases the increase can reach a 2 %. This enhancement is smaller than the bilayer
with a SPM. However, when the mirror is replaced by the TiO2 DBR, it is possible to get a better
conversion for all thicknesses, again being more pronounced in the thin region. The HDBR is
a system which sets the maximum efficiency attainable with actual physical structures. Such
efficiencies can be reached by LDBR stacks of large M and N as shown in Fig. 11. The highest
efficiency is hence obtained by combining the LTS with the SPM. Increases greater than 4 % can be
found for thicknesses smaller than 1.0 µm.

Concerning the original question on the radiation hardness of the SC, we show in Fig. 13(c)
the reduction in hInGaAs for equal values of efficiencies. For a target efficiency of 30 %, we can see
the thickness matching that value for each proposal. The general trend is that photonic solutions
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Figure 14: Optimized LTS parameters. (a-e) SPM case, (f-j) HDBR case and (k-o) LDBR case. The
colour intensity of the points correspond to its non-dominant rank. The number of solutions of
each case is indicated in (e), (j) and (o).

provide a highest reduction in thickness precisely in the region of highest efficiencies. Introducing
the LTS results in a 350 nm thinner layer. The reduction is 750 nm, 1070 nm, and 1400 nm for the
bilayer with SPM, LTS with HDBR and LTS with SPM, respectively. The potential of improvement
is notorious and justifies a further exploration of physical structures, which can bring these new
concepts into actual solar cells.

5.2.2 Structural parameters of LTS

Once the different structures are optimized, it is possible to analyze the values taken by the
structural parameters defining the LTS. We show these results for the three main problems
described so far: SPM, HDBR and LDBR in Figure 14. Each dot corresponds to an optimized
problem. The color indicates its non-domination rank, being the darkest the lowest rank. Solutions
belonging to the rank zero constitute the Pareto-optimal font introduced in Section 3.5, i.e. the
optimal compromise between efficiency and InGaAs thickness. Higher rank values depart from
these optimal front. We have only included in Fig. 14 solutions with a rank ≤ 10. The rightmost
panels [Figs. 14(e), 14(j) and 14(o)] show all the solutions found by the algorithm in red with the
chosen ones in foreground. We have also included in each plot the median and standard deviation
(red dots and bars) for 10 bins.

The general trend is that there is not a clear optimal structure able to maximize the efficiency for
any value of hInGaAs. The median of each parameter shows the trend identified by the algorithm.
For example, the lattice parameter in the SPM case (Fig. 14(a)) shows a clear jump with hInGaAs.
For a thin middle junction, the lattice parameter ranges from 470 nm up to 550 nm. This behaviour
can be explained by the fact that a guided mode is red-shifted when the InGaAs layer broadens.
The algorithm adjusts not only the lattice constant but the other parameters to stay tuned to this
resonance. However, for an InGaAs layer thicker than 1.0 µm, a jump in the lattice constant takes
place, meaning that the structure can enter in resonance with a different guided mode. Such
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Figure 15: Contour plots for the SPM case showing the dependence of the efficiency (a) and
reflectance (d) on the am and hm. Contribution from the zeroth diffraction order (b) and (e) and
higher diffraction orders (c) and (f). The reference structure is defined for hInGaAs = 491 nm,
am = 502 nm, rm/am = 0.49, hm = 856 nm, hb = 224 nm and hs = 2 nm. This solution belongs to
the non-dominated front of rank 0.

explanation is also supported by the increase in reflection losses that take place when the more
diffraction channels open in the front medium. More details are presented in the discussion of
Figure 15. Structures HDBR and LDBR does not exhibit such jumps. In these structures, the
excitation of the guided modes is weaker as the modes are less confined in the absorbing layers.

Two very important parameters from the point of view of fabrication are hm and hb. The sum
of both gives the total amount of TiO2 needed in achieving the maximum efficiency in the solar
cell. In all cases the optimization indicates that values between 600 nm and 1000 nm are needed.
This posses a problem for the fabrication of the LTS as high refractive index and hence high crystal
quality TiO2 can only be produced in very thin layers, typically up to 100 nm [48]. Indeed, the
reported refractive index for micron-size cones is 2.3 at 400 nm, significantly smaller than the
value used in this work [23] (2.88 at 400 nm).

It is interesting to get a broad picture of the dependence of the two main parameters defining
the dependence of the LTS on the efficiency, am and hm. Figure 15(a) shows a contour plot of
the efficiency of a particular solution of the SPM structure varying these two parameters. The
efficiency varies more notably across the lattice parameter axis than across the height axis. A clear
maximum can be distinguished at the values found by the optimizer (hm = 856 nm and am = 502
nm). The elliptical shape of the contour lines makes even more evident the critical dependence on
am.

The LTS acts as a diffraction grating. This means that part of the incoming light is transferred
into diffraction orders that propagate inside of the solar cell at a different angle. Only the zeroth
order is not diffracted and is characterized by a reciprocal lattice vector of zero norm (|g| = 0).
Fig.15(b) shows the contribution to the efficiency of that order. The contribution of the higher
diffraction orders (|g| > 0) is shown in Fig.15(c). The highest efficiency of each contribution is
found in different regions of the plot, being the global maximum of Fig. 15(a) found in the overlap
zone. Hence, none of the contributions is dominant, the maximum efficiency is where both balance
each other.

Outside of the solar cell, the LTS introduces reflection losses by back diffracting the incoming
light. Figure15(d) shows the average reflection as a function of the cone height and lattice constant.
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Figure 16: Multiobjetive optimization of the efficiency versus cone height plus base thickness, i.e.
TiO2 amount, for SPM (a), HDBR (b) and LDBR (c) for hInGaAs = 0.5 µm. Black solid line is the
Pareto-optimal front. Each panel contains a horizontal bar plot with the contribution of the cone
height (purple bar), base (maroon bar) and spacer thickness (green bar). The dashed line is the
efficiency found in Fig. 13. For the sake of clarity, the axes scales are different in each panel.

It shows a complementary behaviour to the efficiency shown in Figure15(a), the efficiency takes its
minimum value when the reflection is maximal and vice versa. Here again, am is more critical than
hm. We also show the contribution to reflection of the zeroth (Fig. 15(e)) and higher diffraction
orders (Fig. 15(f)). As am increases, the reflection through the zeroth order decreases. In contrast,
for the higher orders, the reflection is very small until am is greater than its optimal value. The
conclusion is that the mechanism limiting the efficiency is the sudden increase of reflection by
the back diffracted light. As am increases, more diffraction channels open in the cover glass of
the solar cell [59]. The first diffraction order gets open at λ1 = ncoveram, i.e. at λ1 = 703 nm for
am = 502 nm and ncover = 1.4. The high diffraction orders only carry energy for λ < λ1, therefore,
for larger am, part of the light that could eventually be absorbed in the middle junction is reflected.
A trade-off is established between the amount of light that is reflected (Fig. 15(f)) or diffracted
inside of the solar cell (Fig. 15(c)).

5.3 Fabrication issues

From the point of view of the LTS fabrication, we have seen in the previous section that the optimal
solutions require thick bases and tall cones.The deposition of high density, high refractive index
TiO2 with low parasitic absorption and high refractive index requires very slow growth rates using
Atomic Layer Deposition (ALD), limiting in practice the economically feasible layer thickness. To
study what is the efficiency penalty for reducing total amount of TiO2 needed in the LTS, we have
performed a multiobjective optimization for the total efficiency and the total TiO2 thickness, i.e. hm
plus hb. The Pareto-optimal front is shown in Figure 16 for the SPM, HDBR and LDBR structures
in a cell of hInGaAs = 500 nm. The lower bound of total thickness is set to 100 nm. The optimal
value found in Figure 13(a) for the current cell is indicated in each plot by a dashed horizontal line.
The difference in efficiency is always smaller than 0.5 % showing that a detailed optimization for a
fixed hInGaAs provides a slightly better result validating the approach followed in the previous
section. The total penalty in the efficiency is 4 %, 1.25 % and 1.3 % for SPM, HDBR and LDBR,
respectively. However, quite different behaviour is found for the three studied structures.

SPM is able to increase the solar cell efficiency up to the upper bound of 1 µm with an
remarkable change in the slope of the Pareto-optimal front. A change of 3 % is found up to a total
thickness of 0.4 µm while, from that value to the upper bound, the improvement is only of 1 %.
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Figure 17: Same optimization as in Fig. 16 for SPM but ZnS replacing TiO2 (a) and ZnS replacing
Si3N4 (b) for hInGaAs = 0.5 µm. Black thin line is the Pareto non-dominant front of SPM.

The final layout of the structure can be inferred from the horizontal bar plot. Each bar contains
the contribution to the total height of the cone and base together with the spacer. In general, the
spacer is very small in the SPM, although there is a region (efficiencies between 28 % and 29 %)
where it helps in keeping the high slope of the front. At higher efficiency values, the base takes
larger values as only the high refractive index of TiO2 is able to keep increasing the efficiency.

The HDBR structure shows a very narrow range of efficiencies for improvement. Indeed, the
optimizer is not able to find better efficiencies for thicknesses beyond 250 nm. The curve shown
in Fig. 16(b) is very similar to that of the SPM in Fig. 16(a) in the same range of thicknesses. For
both structures the spacer takes a value of ≈ 25 nm and reduces as the efficiency increases. The
maximum efficiency of the HDBR is 27.5 % at a total thickness of 250 nm. At this thickness, the
SPM is only marginally better at 28 % efficiency.

Finally, the LDBR structure shows an enhancement of the efficiency from 22 % for 100 nm of
total thickness to 23.3 % for 737 nm. Again, in this structure the spacer is only meaningful in the
region of small cones.

An alternative approach to face the fabrication issues associated to TiO2 is to use a material of
lower refractive index but higher than Si3N4. This is for example the case of ZnS, a semiconductor
extensively used by the optoelectronic industry. In our context, ZnS also helps in showing the
impact of reducing the quality of TiO2 which would result in a lower refractive index. The results
of a multiobjective optimization similar to that presented above for the SPM structure is shown
in Fig. 17(a). The general behavior is similar to the TiO2 case for efficiencies up to 29 %. This
is consistent with the role of the spacer discussed in Fig. 16(a). Hence, reaching the highest
performance region requires not only of tall cones, but of high refractive index material as well.
The comparison with the TiO2 can be inferred by the thin solid line. The achievable efficiency as a
function of the thickness is very similar for both cases. It is then possible to reach 29 % efficiency
with a total thickness of 590 nm using either TiO2 or ZnS.

In all the structures implemented so far we have used a low refractive index spacer made
of Si3N4. In Fig. 17(b) we show what would be the effect of using ZnS for the spacer and TiO2
for cone and base. This material combination is able to enhance the efficiency in almost the
whole range of thicknesses. The base is almost neglected and only relevant in the top range of
efficiencies. A remarkable result is the existence of a solution requiring only a hm ≈ 420 nm TiO2
cone with an efficiency of 29.4 %. Such efficiency is only reached in the TiO2 case (thin black line)
at hm + hb ≈ 630 nm.
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6 Conclusions

We have studied two light-trapping structures inspired by biological designs, namely moth’s eyes
(ME) and diatoms (DA). We describe the solar cell efficiency with two different physical models
focused either in the BOL or the EOL efficiency. The BOL model does not take into account the
details of the doping distribution in the junction and therefore is only applied in the optimization
of the LTS structures. The optimal structures for both designs confirm that it is possible to notably
reduce the middle junction thickness while keeping the BOL efficiency of the reference thickness
hInGaAs ≈ 1.8 µm.

The DA structures allows to halve that thickness while the ME allows a reduction down to
a third. These results, although very promising, have been critically revised. Firstly, the ideal
collection of the carriers in the junction is reviewed in the EOL efficiency. There we find that the
radiation hardness can be notably enhanced by both LTSs with respect to a bilayer ARC with a
slighter better performance of the ME over the DA in the region of high damage level. We have
also shown that the radiation damage depends on the particle nature of the radiation and its
energy, being almost insensitive to the type of LTS or the layer thickness. We have identified the
increase of the collection efficiency as the only mechanism increasing the radiation hardness of the
space solar cell.

Secondly, the optimal LTS was calculated with an ideal selective perfect mirror. When such
approximation is relaxed by introducing a realistic DBR, the reduction in thickness is very
dependent on the reflectance value and width of the DBR. Hence, a DBR based on a single stack
of AlGaAs/AlAs only allows for a modest reduction of hInGaAs without sacrificing the efficiency
(≈ 350 nm). The reduction is notably enhanced to 1.0 µm by introducing a DBR of higher index
contrast such as TiO2/SiO2. This opens the possibility to get a new design of the 3G30 by finding
a multi-stack or disordered DBR with a performance similar to that of TIO2/SiO2. Even more
interesting is the fact that the SPM sets an even larger value of the hInGaAs reduction, opening the
door to seek for more challenging proposals to replace the interstitial mirror, like nanoparticle
arrangements or diffraction gratings. An additional difficulty that needs to be faced in applying
this proposals to industrial space solar cell structures is the thickness and height of the layers
involved in the LTS, either inspired by DA or ME. However, we have also seen that the efficiency
penalty can be as low as 1 % if the high refractive index material, like TiO2 is replaced by a material
of lower refractive index like ZnS.

In summary, we present a technological route to enhance the radiation hardness of space solar
cells. We described the challenges and difficulties to introduce these enhancements, and provide
ways to overcome them. We are confident that in the short term, solar cells like the 3G30 could
experience an important reduction in thickness, thus reducing their production cost and increasing
their EOL efficiency, contributing to increasing the reliability of power systems of future space
missions.

Appendix A 1D diffusion model

The modelling approach of the present section is based on the analytical model of p-n homojunc-
tions and the underlying assumptions found in [60]. Here, we introduce two main differences.
First, we assume an arbitrary absorption profile a(λ, x) inside the junction in contrast to the
commonly exponential profile based on the Beer–Lambert law. This is crucial in order to capture
the effect of the LTS on the junction photocurrent. Second, we assume that the recombination
velocity at the edges of the junction is low enough that can be neglected.
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Figure 18: Schematic of the p-n junction used in the 1D diffusion model.

Without loss of generality we assume a p-type emitter of width xW connected with an n-type
base. The junction is divided into three regions as shown in Figure 18; the p-type quasi-neutral
area (QNA), the n-type QNA and the depletion region. The origin for the current analysis is
placed at the interface between the emitter and the base. The depletion region spans from −xp to
xn and the p-type and n-type QNAs have width of w̄p = wp − xp and w̄n = wn − xn respectively.
The current density of the junction is given sum of the current densities of the QNAs, Jp and Jn,
and the depletion region, Jd, as

J = Jp + Jn + Jd. (18)

First we turn our attention at the n-type QNA, where the excess minority carrier density, δp,
follows the diffusion equation

d2δp
dx2 −

1
L2

p
δp + G(x) = 0 (19)

where Lp =
√
Dpτp is the minority carrier diffusion length and Dp is the diffusion constant. The

generation rate is given, similar to Eq. (1), as

G(x) =
Dp

hc

∫ λg

0
a(λ, x)Φ˘(λ)λdλ. (20)

Two boundary conditions accompany Eq. (19):

dδp
dx

= 0 x = wn (21)

δp = p0(e
EFp
kT − 1) x = xn (22)

where p0 is the equilibrium hole density and EFp is the quasi-Fermi level. For the sake of
convenience, we shift the origin of the x-axis at the interface between the n-type QNA and the
depletion zone. We denote the coordinates at the shifted system by x̄ = x− xn. We obtain the
solution to Eq. (19) using the Green’s function approach. The Green’s function satisfies

d2G(x̄, s)
dx̄2 − 1

L2
p
G(x̄, s) = δ(x̄− s) (23)

with δ(x̄− s) Dirac’s δ function. The general solution to Eq. (23) is of the form

G(x̄, s) =

c1(s) cosh
(

x̄
Lp

)
+ c2(s) sinh

(
x̄

Lp

)
x̄ < s

c3(s) cosh
(

x̄
Lp

)
+ c4(s) sinh

(
x̄

Lp

)
x̄ ≥ s

(24)
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where the coefficients c1 to c4 depend solely on s. At the point x̄ = s, G(x̄, s) is continuous and
satisfies Eq. (23), resulting in

c1 − c3 = Lp sinh
(

s
Lp

)
(25)

c4 − c2 = Lp cosh
(

s
Lp

)
. (26)

Given G(x̄, s), the excess minority carrier density becomes

δp(x̄) = −
∫ w̄n

0
G(x̄, s)G(s)ds

= c̄1 cosh
(

x̄
Lp

)
+ c̄2 sinh

(
x̄

Lp

)
−
∫ x̄

0
Lp sinh

(
x̄− s

Lp

)
G(s)ds (27)

where c̄1 = −
∫ w̄n

0 c1Gds and c̄2 = −
∫ w̄n

0 c2Gds. We note that the last integral in Eq. (27) is the
convolution of the kernel Lp sinh(x̄L−1

p ) with the generation rate. The remaining constants can be
determined by applying the boundary conditions:

c̄1 = p0(e
V
kT − 1) (28)

c̄2 =
∫ w̄n

0

Lp

cosh
(

w̄n
Lp

) cosh
(

w̄n − s
Lp

)
G(s)ds− c̄1 tanh

(
w̄n

Lp

)
(29)

where we have substituted EFp = V under the assumption that the quasi-Fermi level is constant
throughout the depletion region [60]. The current density is calculated from the derivative of δp as

Jp = −eDp
dδp(0)

dx
= −

eDp

Lp
c̄2, (30)

where e is the elementary charge constant. The last member of Eq. (30) results of differenciating
Eq. (27). Two contributions can be identified in c̄2. The first comes from the photocurrent, which
is computed as the integral of generation rate in the QNA multiplied by the collection probability

Pc(x̄) = cosh
(

w̄n − x̄
Lp

) [
cosh

(
w̄n

Lp

)]−1
. (31)

The second term depends on the applied voltage and contributes to the diode saturation current.
An identical analysis can be performed in the p-region, with Jn given by a relation analogous

to Eq. (30). For the depletion area, we assume complete photocarrier collection and a contribution
to the saturation current independent of τp and τn, given from Eq. (3). Adding the current density
of the QNAs and the depletion area, the photocurrent is computed as in Eq. (7), with

Pc(x) =


cosh

(
wp+x

Ln

) [
cosh

(
w̄p
Ln

)]−1
x ≤ −xp

1 −xp < x < xn

cosh
(

wn−x
Lp

) [
cosh

(
w̄n
Lp

)]−1
x ≥ xn

(32)

and the increase in the saturation current by

Jd0 =
qDp p0

Lp
tanh

(
w̄n

Lp

)
+

qDnn0

Ln
tanh

(
w̄p

Ln

)
(33)
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Table 3: Comparison of Dd [arb.u.] for single (SSC) and combined single/multiple scattering
(MSC) models.

source SSC MSC
electron 1 MeV 0.021± 0.002 0.020± 0.002
electron 5 MeV 0.054± 0.009 0.052± 0.008
proton 3 MeV 14.875± 0.671 14.918± 0.683
proton 10 MeV 6.084± 1.200 6.154± 1.058

where n0 is the equilibrium minority carrier concentration. We point out that for Lp � wp and
Ln � wn, we retrieve the original model, with collection probability equal to 1 throughout the
junction and no contribution to the saturation current from the QNAs.

The values for Dp and Dn for GaAs were computed using the relations from [61] under the
assumption that the minority carrier mobility is equal the majority carrier mobility at any given
region. The variables describing the depletion region xp, xn, p0 and x0 are computed using the
abrupt junction approximation under the assumption that the majority carrier concentration is
equal to the dopant concentration.

Appendix B Geant4 validation and simulation details

All simulations were performed using the dedicated physics list for space radiation environment
(QBBC) [62], with the multiple scattering model being substituted by a single scattering one
at the middle junction. It is possible to track the PKAs in the semiconductor material, only if
the dedicated single Coulomb scattering physics [35, 63] are selected in the Geant4 physics list.
The single scattering model though is computationally more expensive than the commonly used
multiple scattering model [64] and its use is restricted when the highest possible accuracy is
needed.

We are interested in the PKAs occurring in the middle junctions, which constitutes less than
1.5 % of the total thickness of the solar cell stack. To keep the simulations time within reasonable
limits, we combine the multiple and single scattering models in our code. The layers of the solar
cell are grouped in two regions: a) layers where the Dd needs to be calculated and b) the remaining
layers. For the first region, the single scattering model was selected and the secondary production
range cut was set to 40 nm, whereas for the second region the multiple scattering is used and
the secondary production range cut was set to 400 nm. We validated the code by comparing
the simulations results to the ones with uniform single scattering model and 40 nm secondary
production range cut over the whole cell geometry. Table 3 contrasts the Dd values from the two
implementations for monoenergetic 1 MeV and 5 MeV electron, and 3 MeV and 10 MeV proton
sources with incident normal to the solar cell for 106 primary events. The difference between the
computed values lie inside the CI bounds. The relative speedup for the single/multiple scattering
combined physics list was measured between 41 and 77 times.

Realistic space radiation environment can be constructed for given Earth trajectories. The
spectra contains three contributions: trapped electron and protons, and solar protons. In our
simulations we considered three orbits: a low-earth orbit at 800 km with 98.0° inclination, a highly
elliptical orbit at 700 km× 12 050 km with 63.4° inclination and a geostationary orbit. The trapped
particle spectra was determined using the AP-8 and AE-8 models and the solar proton spectrum
was calculated from ESP total fluence model, using the software SPENVIS [65]. The integral
particle fluence over the time span of one year is shown in Fig. 19.
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Figure 19: Integral particle fluence over the course of one year for three different orbits. (a) Low
earth circular orbit (LEO) at 800 km with 98.0° inclination. (b) Highly elliptical orbit (HEO) at
700 km× 12 050 km with 63.4° inclination. (c) Geostationary orbit (GEO).
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Figure 20: Geometrical parameters for the optimized diatom structures. Parameters for three
configurations are shown: normal layer ordering (DA), reversed ordering (DA rev) and single
layers with hexagonal pores (1L).

Appendix C Geometrical parameters for optimized LTS

The optimal geometrical parameters of the three structures studied in Figure 7 are gathered in
Fig. 20(a)-(d). For the single layer, the optimal aa assumes roughly two values: around 0.60 µm
for hInGaAs < 0.80 µm and 0.35 µm for hInGaAs > 0.80 µm. This implies that the scattering of
light is playing an important role in the former case. Wavelengths smaller than aa/ncover can be
back-diffracted hence introducing reflection losses. In contrast, diffraction inside of the cell is
beneficial for light-trapping. A trade-off is established between both processes. Light-trapping is
critical for thin absorbers to expand the optical path length and, therefore, aa is larger than in the
case of thick ones. A similar split into two distinct regions is observed for the single layer ha and
ra parameters. This means that the average refractive index is higher as holes reduce, i.e. that the
single layer acts more as a single layer anti-reflective coating than as a light-trapping element for
thick InGaAs. This is also supported by the reduction of the ha approaching towards the typical
thickness of an interferential filter.

For the diatom configuration, aa follows a similar pattern at almost double the value of the
single layer, with the transition taking place at hInGaAs = 0.50 µm. That means that the cribum
lattice constant takes a value very close to that of the single layer. Likewise, the thickness and the
pore radius shows the same trend as aa. As the thickness of the middle junction increases, ra and
rc converge to the value of 0.12 µm, which coincides with the pore radius for the single layer. The
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Figure 21: Geometrical parameters for the optimized moth-eye structures.

relative displacement between the two layers has a rather constant value towards the diagonal
of the unit cell, with x0/ac and y0/(

√
3ac) both adopting values close to 0.5. For the reversed

diatom configuration, two regions are present with the transition happening at hInGaAs = 1.20 µm.
The relative displacement in this case seems to play a secondary role in the η enhancement. The
geometry of cribrum layer for diatom configuration and the single layer are similar for thick
junctions, implying that the areola layer plays a supporting role on the first.

The parameters for the optimized moth-eye (ME) LTS are shown in Figure 21. The lattice
constant am shows a softer evolution than aa with hInGaAs. The cones helps in balancing the
trade-off between reflection losses and diffracted light if compared with the hole arrangement
constituting the diatom structure. Indeed, the ME can be seen as a averaged graded index layer,
which helps in reducing the impedance mismatch between the solar cell layers and the cover glass.
The radius is always larger than 0.2 µm which means that the cone base tends to completely fill
the unit cell area, i.e. rm/am ≈ 0.5. The cone height hm takes very large values, close to 800 nm in
the region of interest, i.e. for thin middle junctions. The base and spacer thicknesses hb and hs are
almost constant along the whole optimization range, being the latter almost negligible. If hc is
added to hm we get the total amount of TiO2 needed to fabricate the structure. A layer of 1 µm is
indeed needed. This is an experimental challenge, as high index and high quality TiO2 is difficult
to obtain beyond 100 nm. More research and alternative proposals will addressed in the future to
cope with this issue.

Appendix D Optimal DBR thicknesses

The anti-reflective coating is defined by a MgF2/ZnS bilayer of thicknesses 82/56 nm for all the
DBR cases. Each stack in the DBR is characterized by their filling factor and averaged thickness
in Table 4. The optimal values show that for M > 1 the optimization algorithm chooses between
increasing the number of layer of a given DBR or shifting the reflectance window. E.g. in LDBR
(3, 10) the three stacks show a similar f f and d̂, meaning, that the reflection window is almost
spectrally fixed but with a total larger number of layers.
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Table 4: Layer thicknesses in DBR expressed as the filling factor of the high-index layer with
respect to the full thickness ( f f = dH/(dH + dL)) and the average thickness d̂ = (dH + dL)/2.

Structure Stack i:[ f f , d̂ (nm)]

HDBR 1:[0.330,100.9]
LDBR (1, 10) 1:[0.345,62.8]
LDBR (2, 10) 1:[0.245,58.6] 2:[0.479,65.2]
LDBR (3, 10) 1:[0.508,59.4] 2:[0.569,54.2] 3:[0.498,65.9]
LDBR (4, 10) 1:[0.478,52.7] 2:[0.421,57.9] 3:[0.309,68.9]

4:[0.486,65.1]
LDBR (6, 10) 1:[0.540,52.0] 2:[0.512,58.4] 3:[0.445,66.2]

4:[0.426,66.3] 5:[0.390,62.7] 6:[0.298,56.9]
LDBR (2, 20) 1:[0.666,56.5] 2:[0.401,64.8]
LDBR (3, 20) 1:[0.357,56.1] 2:[0.723,58.9] 3:[0.489,66.4]
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