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Abstract

This work has been carried out in a two-month study (from April to June 2004) within the Ariadna context, under ESA contract, with the intention to assess the uses of the libration points and generic non-linear chaotic trajectories for space applications.

In this study several possibilities for the exploitation of the libration points dynamics for space missions are given. The spatial circular restricted three-body problem has been used to evaluate the performances of the proposed concepts. This model presents a high non-linear behavior, a chaotic dynamics and does not allow any analytic solution. Therefore, the approach to the problem has followed the dynamical system theory and the invariant manifolds technique since they provide for additional structures within the restricted problem.

Missions to the halo orbits about both the Sun-Earth and Earth-Moon system, interplanetary, lunar and generic orbital transfers have been analyzed. Since a systematic approach to the design of libration point missions does not exist, the mathematical tools necessary to analyze these space applications have been developed within this work. Then, based on the results obtained for each application, some considerations from the authors’ point of view are given about the potential use for future space missions. Finally, some implications of these trajectories upon the whole space system are discussed together with the possible drawbacks associated to this kind of missions.
Introduction

This work has been carried out in a two-month study (from April to June 2004) within the Ariadna context, under ESA contract, with the intention to assess the uses of the libration points and generic non-linear chaotic trajectories for space applications.

In the last years, the interest concerning the libration points for space applications has risen within the scientific community. This is because the libration points, natural equilibrium solutions of the restricted three-body problem (R3BP), offer the unique possibility to have a fixed configuration with respect to two primaries. Therefore, a libration point mission could fulfill a lot of mission constraints that are not achievable with the classical Keplerian two-body orbits. Moreover, exploiting the stable and unstable part of the dynamics concerning these equilibria, low-energy interplanetary, lunar, moon-to-moon transfers of practical interest can be obtained.

Although several n-body models are available in literature, in this work the spatial and circular restricted three-body problem has been assumed to study the features of the libration point missions. This model, that takes into account two gravitational attractions acting simultaneously upon the spacecraft, turns out to be very appropriate for the preliminary analysis since the libration points are defined in this frame with autonomous equations of motion.

Nevertheless, in the step from the two-body to the three-body problem, some "information" concerning the motion are lost since in this new model the orbital elements, integral of motion for conic orbits, no longer exist. In the R3BP, the only constant available is the Jacobi integral that represents a constraint, as the conservation of the energy, for the states of the problem. But, only one fixed parameter with respect to six states makes the problem difficult to treat.

Associated to the equilibrium points and to the periodic orbits around them, there is a family of invariant manifolds, stable and unstable, that replaces the lost information: in the phase space, the invariant manifolds provide for additional structures that may be exploited in the R3BP frame
and applied in order to design trajectories for future space missions.

The trajectories obtained within the R3BP turn out to be accurate first
guess solutions for the estimations of the mission performances. Anyway, the
authors want to stress that all the results presented throughout this report
need to be corrected in more refined models that take into account second
order effects as the eccentricity of the orbits, the perturbations of other bodies
and the solar wind.

The first chapter presents a qualitative description of the dynamics, the
libration points, the halo orbits and the invariant manifolds of the R3BP.
These concepts are further analyzed, from a computational point of view,
in the second chapter. Here, the method that allows to obtain generic halo
orbits is given together with a deep investigation on their parameters (i.e.
amplitudes and period). Then, the developed method for the solution of the
Lambert’s three-body problem is presented in the last section.

The main part of the present report is enclosed in chapters from 3 to 6.
Here, four different uses of the libration points for space missions have been
considered:

- **missions on orbits around L1 and L2 in the Sun-Earth system.** This
chapter contains a qualitative study on the trajectories belonging to
the stable manifolds associated to the halo orbits around L1 and L2.
Even if a simplified approach has been undertaken, the results found
within this model represent an important tool when some preliminary
and accurate features concerning the transfer trajectories are needed
(e.g. in a concurrent design environment);

- **missions on orbits around L1 and L2 in the Earth-Moon system.** Here a
combined approach, based on the target of a piece of stable manifold by
using a Lambert’s arc, has been developed in order to design transfers
to these halo. It has been found that cheaper and short-time transfers
can be accomplished by starting from both GTOs and LEOs;

- **interplanetary missions through libration points.** In this context a
model to link the inner planets with three-body trajectories is pre-
sented. The features of these transfers, with a special emphasis to
trajectories to Venus and Mars, show that cheap interplanetary mis-
sions could reach these two planets. Nevertheless, the high times of
transfer represent the main drawback for these possible missions;

- **missions to the Moon through the point L1.** These missions aim to reach
the Moon with the lowest energy level allowed. The idea has been to
pass through the small neck opened at L1 by targeting an arc of stable
manifold associated to \( L1 \). The results indicate that the Moon could be approached with very low-cost missions departing again from LEOs and GTOs.

Any of these chapters contains first an analysis of the actual state of the art, known to the authors, concerning both the concepts for future missions and the design of libration point trajectories. Then, the problem approach is shown and the tools necessary to analyze the missions are developed. Later, some considerations on the outcomes and the potential uses for space missions are given. The critical discussion concerns also the evaluation of the drawbacks associated to the applications and generic reflections at the whole system level.

The last chapter evaluates the possibility to use the non-linear Moon assisted trajectory for the common transfers between two orbits around the Earth. This approach aims to reduce the cost of these orbital manoeuvres and can be used to provide for a transfer after a launch failure or in recovery conditions by simply exploiting the Moon’s gravitational attraction.

The authors believe that libration points and invariant manifolds could represent a powerful tool to carry out future space missions with unique performances. Here, the intention has been to demonstrate that such studies, aimed to assess the effectiveness of these concepts, are on the right way for a complete characterization of their potential uses. Nevertheless, in order to have a full scenario of all the features concerning specific missions, further and more intensive studies are necessary.
Introduction
Chapter 1

Dynamics, Libration Points, Halos and Invariant Manifolds

This chapter introduces the dynamics of the circular restricted three-body problem (CR3BP) that will be used throughout the present work. First, the equations of motion will be given in both the Lagrangian and Hamiltonian formulation. Then the manifold of the states of motion, represented by the Jacobi integral, will be introduced and the nature of the equilibrium points, defined as the singular points of this manifold, will be analyzed. In the second part of the chapter the halo orbits and their associated invariant manifolds will be treated since they are the basics of this study. Nevertheless, a deep characterization of the halo orbits is given in the next chapter.

1.1 Equations of motion

The problem is the evaluation of the motion of a negligible mass ($m_3$) under the gravitational attractions of two primaries ($m_1$ and $m_2$) that move in circular Keplerian orbits due to their interaction (see figure 1.1). The problem is restricted to the third mass, here generically called spacecraft, since it does not influence the motion of the primaries\(^1\). While in the planar problem the third mass is constrained to stay in the same plane of the primaries, the spatial (3D) problem, assumed for this study, leaves the spacecraft free to move in the whole physical space.

Since the two main bodies revolve in circular orbits, the gravitational and centrifugal forces must balance, so:

\[
k \frac{m_1 m_2}{l^2} = m_1 a n^2 = m_2 b n^2
\]

\(^1\)This hypothesis involves that, as stated above, $m_3 \ll (m_1, m_2)$. 

where the distances $a$, $b$ and $l$ are shown in figure 1.1, $k$ is the Gaussian gravitational constant and $n$ is the angular velocity of the two bodies around their center of mass. Manipulating the equations 1.1, the following relations can be obtained:

$$k(m_1 + m_2) = n^2 l^3, \quad a = \frac{m_2 l}{m_1 + m_2}, \quad b = \frac{m_1 l}{m_1 + m_2}$$  \hspace{1cm} (1.2)

The *sideral* system $(X,Y,Z)$ is an inertial frame with the origin in the center of mass and the $X$-axis aligned with the primaries at initial time. The $Y$-axis is in the orbital plane of the primaries and the $Z$-axis is bi-normal to $X$ and $Y$ (figure 1.1). In this system the equations of motion are:

$$\frac{d^2 X}{dt^*^2} = -k \left[ \frac{m_1 (X + a \cos nt^*)}{R_1^3} + \frac{m_2 (X - b \cos nt^*)}{R_2^3} \right]$$

$$\frac{d^2 Y}{dt^*^2} = -k \left[ \frac{m_1 (Y + a \sin nt^*)}{R_1^3} + \frac{m_2 (Y - b \sin nt^*)}{R_2^3} \right]$$

$$\frac{d^2 Z}{dt^*^2} = -k \left[ \frac{m_1 Z}{R_1^3} + \frac{m_2 Z}{R_2^3} \right]$$  \hspace{1cm} (1.3)

where:

$$R_1^2 = (X + a \cos nt^*)^2 + (Y + a \sin nt^*)^2 + Z^2$$

$$R_2^2 = (X - b \cos nt^*)^2 + (Y - b \sin nt^*)^2 + Z^2$$  \hspace{1cm} (1.4)

are the distances between the spacecraft and the primaries and $t^*$ is the dimensional time.

In the sideral system the location of the primaries is not fixed, so the equations 1.3 turn out to be non-autonomous because they include the time explicitly. This is the reason why the sideral system is not a useful frame for a qualitative description of the dynamics. Indeed, when fixed quantities such as integral of motion and equilibrium points are needed, the dynamical system must be autonomous.

Looking at the figure 1.1, the choice of an appropriate system is spontaneous: since in the equations 1.3 the time is introduced by the motion of the primaries, one can observe that they are always aligned and choosing this line as the $x$-axis of the new system, taken from the greater toward the smaller primary, the time can be removed. The $y$-axis is again in the orbital plane of the primaries and the $z$-axis is bi-normal to both $x$ and $y$. This system is said *synodic*.

Another observation comes directly from the equations 1.1. Since the primaries revolve in circular orbits under their mutual gravitational attractions,
1.1 Equations of motion

Figure 1.1: Geometry of the problem, the sidereal \((X, Y)\) and the synodic \((x, y)\) planes.

the constants \(a, b, l, n, m_1\) and \(m_2\) are not independent but can be related to only one parameter. Defining the mass parameters as:

\[
\mu_{1,2} = \frac{m_{1,2}}{m_1 + m_2}
\]

(1.5)

and taking \(\mu = \mu_2\) and \(1 - \mu = \mu_1\), the Lagrangian dimensionless equations in the synodic system are

\[
\begin{align*}
\ddot{x} - 2\dot{y} &= \Omega_x \\
\dot{y} + 2\dot{x} &= \Omega_y \\
\ddot{z} &= \Omega_z
\end{align*}
\]

(1.6)

where the subscripts denote partial derivatives of the function:

\[
\Omega(x, y, z) = \frac{1}{2}(x^2 + y^2) + \frac{1}{r_1} - \mu + \frac{\mu}{r_2} + \frac{1}{2}\mu(1 - \mu)
\]

(1.7)

\footnote{For an excellent explanation and derivation of all the equations contained in this section the classical book of Szebehely [68] is recommended.}
and:

\[ r_1^2 = (x + \mu)^2 + y^2 + z^2 \]
\[ r_2^2 = (x - 1 + \mu)^2 + y^2 + z^2 \]  \hfill (1.8)

Equations 1.6 imply the following conventions:

(i) the sum of the masses of the two primaries is normalized to one;

(ii) the distance between the two primaries is normalized to one;

(iii) the angular velocity of the primaries around their center of mass is normalized to one (the period is equal to \(2\pi\));

It can be noted that, since the equations 1.6 are written in a rotating system, the first term in \(\Omega\) (equation 1.7) is the centrifugal potential of the spacecraft while the second term in the first two equations 1.6 is the Coriolis force.

The system has a first integral of motion, called Jacobi integral, equal to:

\[ C = 2\Omega(x, y, z) - (x^2 + \dot{y}^2 + \dot{z}^2) \]  \hfill (1.9)

The Jacobi integral represents a 5-dimensional manifold for the states of the problem because the full 6-dimensional phase space is restricted to the submanifold \(C(x, y, z, \dot{x}, \dot{y}, \dot{z}) = \text{const}\). Moreover, since \(\dot{x}^2 + \dot{y}^2 + \dot{z}^2 \geq 0\), the equation 1.9 can be rewritten as:

\[ 2\Omega(x, y, z) \geq C \]  \hfill (1.10)

Thus, given an initial condition \(x_0 = \{x_0, y_0, z_0, \dot{x}_0, \dot{y}_0, \dot{z}_0\}\) and its associated Jacobi integral \(C = C(x_0)\), some allowed and forbidden regions, in the configuration space, can be set with the respect of the equation 1.10. When the kinetic energy is zero, equation 1.9 becomes:

\[ 2\Omega(x, y, z) = C \]  \hfill (1.11)

and defines the zero velocity surfaces in the configuration space. These surfaces projected in the synodic plane \((x, y)\) generate some lines called zero velocity curves or Hill’s curves. Figure 1.2 shows the forbidden regions and the Hill’s curves for different values of the Jacobi constant.

The energy of the spacecraft and the Jacobi constant are related by:

\[ C = -2E \]  \hfill (1.12)

which states that a high value of \(C\) is associated to a low energy of the spacecraft. This is the case when the spacecraft is bounded to orbit around
one of the two primaries. If the energy is increased (or the Jacobi constant is lowered) the allowed regions of motion enlarge and the spacecraft is free to leave one of the two primaries.

By introducing momenta as \( p_x = \dot{x} - y \), \( p_y = \dot{y} + x \) and \( p_z = \dot{z} \), the problem can be written in Hamiltonian form with Hamiltonian function [27]:

\[
H(x, y, z, p_x, p_y, p_z) = \frac{1}{2} (p_x^2 + p_y^2 + p_z^2) - xp_y + yp_x - \frac{1 - \mu}{r_1} - \frac{\mu}{r_2}
\]

The differential equations are:

\[
\begin{align*}
\dot{x} & = \frac{\partial H}{\partial p_x} \quad \dot{p}_x = -\frac{\partial H}{\partial x} \\
\dot{y} & = \frac{\partial H}{\partial p_y} \quad \dot{p}_y = -\frac{\partial H}{\partial y} \\
\dot{z} & = \frac{\partial H}{\partial p_z} \quad \dot{p}_z = -\frac{\partial H}{\partial z}
\end{align*}
\]

and the Hamiltonian is related to the Jacobi constant by:

\[
C = -2H + \mu(1 - \mu)
\]
1.2 Libration points

Since the spacecraft has three degrees of freedom, its motion is described by a sixth-order differential system (equations 1.6) that can be solved if an initial condition is specified. This condition is a point in the six-dimensional phase space and could be also a solution of the system. The Jacobi constant (equation 1.9) represent a manifold for the states of the problem:

\[ F(x, y, z, \dot{x}, \dot{y}, \dot{z}) = 2\Omega(x, y, z) - (\dot{x}^2 + \dot{y}^2 + \dot{z}^2) = C \]  

(1.16)

and its singular points are given by:

\[ \frac{\partial F}{\partial x} = 0 \Rightarrow \Omega_x = 0, \quad \frac{\partial F}{\partial \dot{x}} = 0 \Rightarrow \dot{x} = 0 \]
\[ \frac{\partial F}{\partial y} = 0 \Rightarrow \Omega_y = 0, \quad \frac{\partial F}{\partial \dot{y}} = 0 \Rightarrow \dot{y} = 0 \]
\[ \frac{\partial F}{\partial z} = 0 \Rightarrow \Omega_z = 0, \quad \frac{\partial F}{\partial \dot{z}} = 0 \Rightarrow \dot{z} = 0 \]  

(1.17)

With these quantities, the equations 1.6 become:

\[ \ddot{x} = 0, \quad \ddot{y} = 0, \quad \ddot{z} = 0 \]  

(1.18)

which means that the singularities of the manifold of the states of motion are equilibrium points for the dynamical system. These points are called Lagrangian or libration points and are represented in figure 1.3. There are three collinear \((L1, L2 \text{ and } L3)\) and two triangular \((L4 \text{ and } L5)\) points.

<table>
<thead>
<tr>
<th>System</th>
<th>(\mu)</th>
<th>(L1)</th>
<th>(L2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sun-Venus</td>
<td>0.0000024510</td>
<td>0.9906782924</td>
<td>1.0093750674</td>
</tr>
<tr>
<td>Sun-(Earth+Moon)</td>
<td>0.0000030359</td>
<td>0.9899909371</td>
<td>1.0100701875</td>
</tr>
<tr>
<td>Sun-Mars</td>
<td>0.0000003233</td>
<td>0.9952484658</td>
<td>1.0047659847</td>
</tr>
<tr>
<td>Sun-Jupiter</td>
<td>0.0009538754</td>
<td>0.9323655863</td>
<td>1.0688305221</td>
</tr>
<tr>
<td>Sun-Saturn</td>
<td>0.0002855022</td>
<td>0.9547609794</td>
<td>1.0460572665</td>
</tr>
<tr>
<td>Earth-Moon</td>
<td>0.0121409319</td>
<td>0.8369626376</td>
<td>1.1556450246</td>
</tr>
</tbody>
</table>

Table 1.1: Position of the libration points \(L1\) and \(L2\) for some problems in the solar system.
1.2 Libration points

While the triangular points are at the vertex of two equilateral triangles with the primaries, found assuming \( r_1 = r_2 = 1 \), the position of the collinear points can be located by solving a five-degree polynomial given by the first of the equations 1.17. Table 1.1 summarizes the location of the points \( L1 \) and \( L2 \) for some practical problems in the solar system.

1.2.1 Phase space around \( L1 \) and \( L2 \)

In this work, the possibility to exploit the nature of the libration points for space applications must be analyzed. In particular, this study aims to investigate the stable and unstable dynamics associated to these points. Aiming to do this, only \( L1 \) and \( L2 \) must be considered since \( L3 \) has a slow dynamics and a mild instability [27]. The triangular points \( L4 \) and \( L5 \) are always stable for the Sun-Planet-Spacecraft problems in the solar system, therefore they are not suitable in this context. Furthermore, low energy levels, or high values of the Jacobi constant in equation 1.12, are associated to \( L1 \) and \( L2 \). This means that already for low levels of the energy \( E \), Hill's curves opens at \( L1 \) and \( L2 \) allowing the motion of the spacecraft outside the forbidden regions or between the primaries.

From the analysis of the equations 1.6 the linearized dynamics around the collinear points is that of the product of a saddle (two real opposite eigen-
values) times a 4D center (periodic motion given by two pairs of imaginary eigenvalues) [36].

Thus, in a small neighborhood of $L_1$ and $L_2$ points, giving an appropriate initial condition only in the direction of the center branch [68], it is possible to obtain some infinitesimal or Lyapunov orbits. These planar orbits can be numerically continued [70] until the desired finite size is reached. Figure 1.4 shows three different finite-size planar Lyapunov orbits around $L_1$ in the Sun-Earth system. A complete description of the Lyapunov orbits and their features will be given in the next chapter.

1.3 Halo orbits

Although finite-size periodic Lyapunov orbits can be obtained in the CR3BP, these orbits are not suitable for space applications since they do not allow the out-of-plane motion. For instance, a spacecraft placed in the Sun-Earth $L_1$ point must have an out-of-plane amplitude in order to avoid the solar exclusion zone (dangerous for the downlink [23]); a relay satellite around the point $L_2$ in the Earth-Moon system should have an out-of-plane motion to assure a direct link between the far side of the Moon and the Earth (see figure 4.1); finally, a space telescope around the Sun-Earth $L_2$ point must
1.4 Invariant manifolds of the CR3BP

Figure 1.5: Three halo orbits ($A_z = 10000$ km, $A_z = 30000$ km and $A_z = 50000$ km) around L1 in the Sun-Earth rotating frame.

avoid the eclipses and so requires a 3D periodic orbit [12].

In the mid 60’s Farquhar [17] discovered that when the out-of-plane ($A_z$) amplitude is greater than a fixed value $A_z$, the in-plane on out-of-plane frequencies match and full 3D periodic halo orbits can be generated. In figure 1.5 three halos have been generated with different $A_z$.

Since the R3BP does not have any analytic solution, the halo orbits are difficult to obtain because the problem is highly non-linear and small changes in the initial conditions break the periodicity of the orbits. Richardson [57] [58] [60] developed a systematic approach, based on a semi-analytical formulation, that allows to generate halo orbits with desired amplitudes. This method, together with an accurate analysis of the characteristics of the halo orbits, will be described in the next chapter.

1.4 Invariant manifolds of the CR3BP

The stable and unstable dynamics of a libration point $L_i$ can be exploited using either the 1D manifolds associated to the point ($W_{Li}$) or the 2D manifolds associated to the periodic orbits around that point ($W_{Li,p.o.}$) for $i = 1, 2$. While the formers can be obtained directly from the eigenvalues and the
eigenvalues of the Jacobian matrix associated to the equations 1.6, the stable and unstable manifolds associated to the periodic orbits require the computation of the monodromy matrix associated to the orbit.

### 1.4.1 Invariant manifolds associated to the points

The saddle part of the dynamics is represented by one stable eigenvalue and another unstable. This means that the manifolds associated to the points are two 1D lines: \( W^s_{Li} \) and \( W^u_{Li} \) for \( i = 1, 2 \).

Rewriting the system 1.6 in six first order equations \( \dot{x} = f(x) \), with \( x \in \mathbb{R}^6 \), and linearizing these equations at each equilibrium point, the following linear system can be easily obtained:

\[
\dot{x} = Ax
\]

where \( A \) represents the Jacobian matrix of the dynamics. Now, let \( \lambda_s \) and \( \lambda_u \) be respectively the stable and the unstable eigenvalue of \( A \) (\( \lambda_s < 0 \) and \( \lambda_u = -\lambda_s \)); if \( v_s \) and \( v_u \) are the corresponding eigenvectors, the computation of the manifolds associated to the points requires only the propagation of a perturbation given in the direction of the stable or the unstable eigenvector [70].

Thus, if \( d \) is the size of this perturbation and if \( x_0 \) are the states associated to the equilibrium point, in order to obtain \( W^s_{Li} \) it is necessary to integrate backward the following initial condition:

\[
x^s_0 = x_0 \pm dv_s
\]

while for \( W^u_{Li} \):

\[
x^u_0 = x_0 \pm dv_u
\]
must be integrated forward. The signs ± indicate that there are two legs for each manifold. Figure 1.6 illustrates the stable and unstable manifolds associated to \( L1 \) and \( L2 \) of the Sun-Jupiter system.

### 1.4.2 Invariant manifolds associated to the halo orbits

The manifolds associated to the periodic orbits are centered on the manifolds of the points. These 2-dimensional subspaces are here called \( W^s_{L_{i,p.o.}} \) and \( W^u_{L_{i,p.o.}} \) \((i = 1, 2)\), according to the notation introduced by Llibre et al [45]. If the spacecraft is on a stable manifold, its trajectory winds onto the orbit and, if it is on the unstable one, it winds off the orbit [43]. This aspect is very important for the design of missions about the libration points, for instance, in the Sun-Earth or Earth-Moon systems (chapters 3 and 4).

It is important to observe that in the planar problem, since the Jacobi constant is a 3-dimensional surface, the manifolds are separatrices and they split different regimes of motion. Gómez et al [28] extended these results to the spatial problem and showed that the invariant manifolds associated to the periodic orbits still act as separatrices for two types of motion: orbits inside the invariant manifolds "tubes" are transit orbits and those outside the tubes are non-transit orbits. Thus, it is not accidental that the transit trajectory shown in figure 1.7 passes through the periodic orbit and remains within the regions delimited by the manifolds. This is due to the initial condition of the transit orbit which lies inside the curve associated to the Poincaré section of the manifold. Indeed, figures 1.8, using the Poincaré sections, shows that the transit orbit is located inside the manifold, while the asymptotic orbit lies on the manifold.

Since the monodromy matrix represents the first order approximation of the flow mapping for a point of the orbit \( x_0 \) into a point \( x \) of an arbitrary Poincaré section:

\[
    x \mapsto x_0 + M(x - x_0)
\]

its eigenvectors give the direction of the 1-dimensional manifolds associated to each point of the orbit [27] [69] [70]. Hence, if \( x^i_0 \) is a generic point of the orbit, its associated stable manifold can be obtained propagating backward the following initial condition:

\[
    x^i_{0,s} = x^i_0 \pm d v^i_s
\]

where \( v^i_s \) is the eigenvector associated to the stable eigenvalue of the monodromy matrix evaluated in \( x = x^i_0 \). The parameter \( d \) represents the distance between the point of the orbit and the initial condition for the computation.
of its associated manifold, taken in the direction of the eigenvector. It is clear that, the smaller is the value of \( d \), the better is the approximation of the manifold that this first order method could yield. The signs \( \pm \) indicate that there are again two different branches of the manifold. In the same way, the unstable manifold associated to the considered point can be achieved integrating forward the initial condition taken in the direction of the unsta-
ble eigenvector. Repeating this process for each point of the orbit, the two
dimensional invariant manifolds associated to the orbit have been obtained.

In this study both the manifolds associated to the equilibrium points and
to the periodic orbits have been generated by using the process described in
the two sections above. For the sake of clarity, the authors suggest the reader
to see the work of Thurman and Worfolk [69] (for the manifolds associated
to the orbit) and Topputo [70] (for both the manifolds of the points and of
the orbits).
Chapter 2

Lyapunov and Halo Orbits of the CR3BP

As seen in the previous chapter, around each of the three collinear equilibrium points a family of unstable orbits exists. Since the spacecraft ISEE-3 inserted into a Sun-Earth $L_1$ halo [23], these orbits have proved to be useful for many space applications requiring a fixed configuration with respect to two primaries. Moreover, when ballistically captured transfers are needed [42] [71], the computation of planar Lyapunov orbits is necessary.

In the present chapter, the $L_1$ and $L_2$ Lyapunov and halo orbits belonging to both the Sun-Earth and Earth-Moon systems are analyzed. Since the R3BP have no analytic solutions, their computation is possible only by combining successive approximations with differential correction methods. This is the process developed by Richardson [60] for the design of the ISEE-3 mission. In the last section, with the use of the same numerical algorithm, an approach to the solution of the Lambert’s three-body problem is presented.

2.1 The Richardson’s approximation for halo orbits

In Hamiltonian systems the presence of a periodic orbit involves the characterization of the whole family since isolated periodic orbits do not exist in such systems. Hence, in order to identify a single orbit belonging to the family, one parameter must be introduced. This parameter is the in-plane "semi-amplitude" ($A_x$) for the Lyapunov orbits\(^1\) and the out-of-plane amplitude ($A_z$) for the halos (see figures 1.4 and 1.5). The choice of $A_z$ as the

\(^1\) $A_x$ is the distance, in the $x$-direction, between the orbit and the libration point. Strictly speaking, this is not a semi-amplitude because the orbits are distorted, so $A_x$ is
parameter for the halos is important since through its value a lot of mission constraints can be formulated. For instance, the lunar communication station proposed by Farquhar (section 4.1) needs a minimum out-of-plane excursion to avoid the Moon’s coverage; or a space telescope about the Sun-Earth $L2$ (section 3.1) requires a minimum $A_z$ in order to avoid the eclipses.

Richardson [57], studying the nominal orbit for the ISEE-3 spacecraft, wrote the equations of motion, centered at the Sun-Earth $L1$, in a compact power series of the distance from the point. Thus, the first order equations of motion are [60]:

$$
\begin{align*}
\ddot{x} - 2\dot{y} - (1 + 2c_2)x &= 0 \\
\ddot{y} + 2\dot{x} + (c_2 - 1)y &= 0 \\
\ddot{z} + c_2 z &= 0
\end{align*}
$$

(2.1)

where $c_2$ is a constant depending only on the masses [12]. As mentioned in the previous chapter, the solution to the characteristic equation for the $x$-$y$ motion has two real and two imaginary roots. The two real roots are of opposite sign so, arbitrarily chosen initial conditions will give rise to unbounded motion as time increases. If, however, the initial conditions are restricted only to the center part, the solution is non-divergent and can be expressed as:

$$
\begin{align*}
x &= -A_x \cos(\lambda t + \phi) \\
y &= kA_x \sin(\lambda t + \phi)
\end{align*}
$$

(2.2)

with the frame centered on the equilibrium point and with the constants given is Richardson [60]. The out-of-plane motion is simply-harmonic:

$$
z = A_z \sin(\nu t + \psi)
$$

(2.3)

Hence, the three dimensional motion is quasi-periodic since the in-plane and the out-of-plane frequencies $\lambda$ and $\nu$ are generally different. This process generates the small-size Lissajous quasi-periodic orbits. These orbits do not allow big excursions in the out-of-plane direction, so, for the purposes of the present study, halo orbits are preferred.

In order to have large periodic orbits, the in-plane and the out-of-plane amplitudes have to be large enough to allow the non-linear contributions to

taken from the point toward the $x$-decreasing direction.
produce equal eigenfrequencies. Hence, the solution is forced to be:

\[
\begin{align*}
  x &= -A_x \cos(\lambda t + \phi) \\
  y &= kA_x \sin(\lambda t + \phi) \\
  z &= A_z \sin(\lambda t + \phi)
\end{align*}
\]  

(2.4)

and a correction is introduced to avoid the secular terms [58]. This relation involves a constraint between \(A_x\) and \(A_z\) that will be shown later.

Taking the initial conditions associated to the equations 2.4 as a first guess solution and propagating in the full systems, no periodic motion is obtained (figure 2.1). Nevertheless, this initial condition represents a good starting point for further corrections because, as shown in the figure above, the semi-orbit is well approximated.

## 2.2 Numerical computation of halo orbits

In this section, the method of Thurman and Worfolk [69] will be applied for the correction of the first guess solution obtained with the analytic approximation. First, one has to observe that the full equations of motion 1.6 given
in section 1.1 present the following symmetry:

\[ S : (x, y, z, \dot{x}, \dot{y}, \dot{z}, t) \rightarrow (x, -y, z, -\dot{x}, \dot{y}, -\dot{z}, -t) \]  \hspace{1cm} (2.5)

thus, given a solution \( x(t) = \{x(t), y(t), z(t), \dot{x}(t), \dot{y}(t), \dot{z}(t)\} \) there is guaranteed another orbit \( x(-t) = \{x(-t), -y(-t), z(-t), -\dot{x}(-t), \dot{y}(-t), -\dot{z}(-t)\} \) \[79\]. Given this symmetry, a trajectory that crosses perpendicularly the \( y = 0 \) plane twice is a periodic orbit.

Let \( x_0 \) be an initial guess, obtained through the previous method, located on the \((x, z)\)-plane with a component of the velocity only in the \(y\)-direction:

\[ x_0 = \{x_0, 0, z_0, 0, v_0, 0\} \]  \hspace{1cm} (2.6)

where the symbols \( u, v \) and \( w \) are used instead of \( \dot{x}, \dot{y} \) and \( \dot{z} \). Flowing \( x_0 \) under the equations 1.6, until the first return to the \((x, z)\)-plane occurs (at time \( t = T_{1/2} \)), gives the flow:

\[ \Phi(x_0, T_{1/2}) = \{\ddot{x}, 0, \ddot{z}, \bar{u}, \bar{v}, \bar{\dot{z}}\} \]  \hspace{1cm} (2.7)

and if \( \bar{u} = \bar{w} = 0 \) the periodic orbit is computed. So, the initial condition is corrected through a first order expansion:

\[ \Phi(x_0 + \Delta x, T_{1/2} + \Delta t) = \Phi(x_0, T_{1/2}) + \left[ \frac{\partial \Phi(x_0, T_{1/2})}{\partial x} \right] \cdot \Delta x + \frac{\partial \Phi(x_0, T_{1/2})}{\partial t} \cdot \Delta t \]  \hspace{1cm} (2.8)

with:

\[ \Delta x = \{\Delta x, 0, \Delta z, 0, \Delta v, 0\} \]  \hspace{1cm} (2.9)

and the periodicity is imposed by setting the flow equal to:

\[ \Phi(x_0 + \Delta x, T_{1/2} + \Delta t) = \{x^*, 0, z^*, 0, v^*, 0\} \]  \hspace{1cm} (2.10)

that is still unknown.

Observing that \( \frac{\partial \Phi}{\partial x} = M \) is the state transition matrix, called \textit{monodromy matrix} for the periodic orbits, the equation 2.8 can be rewritten as:

\[ M \begin{bmatrix} \Delta x \\ 0 \\ \Delta z \\ 0 \\ \Delta v \\ 0 \end{bmatrix} + f(\Phi) \Delta t = \begin{bmatrix} x^* \\ 0 \\ z^* \\ 0 \\ v^* \\ 0 \end{bmatrix} - \begin{bmatrix} \ddot{x} \\ 0 \\ \ddot{z} \\ \bar{u} \\ \bar{v} \\ \bar{\dot{w}} \end{bmatrix} \]  \hspace{1cm} (2.11)
2.2 Numerical computation of halo orbits

Figure 2.2: Differential correction of the analytic solution represented in figure 2.1.

where $\partial \Phi / \partial t$ has been replaced with the vector field of the system $f(\Phi)$. Considering only the second, fourth and sixth rows, the system becomes:

$$
\begin{align*}
    m_{21} \Delta x + m_{23} \Delta z + m_{25} \Delta v + f_2 \Delta t &= 0 \\
    m_{41} \Delta x + m_{43} \Delta z + m_{45} \Delta v + f_4 \Delta t &= -\tilde{u} \\
    m_{61} \Delta x + m_{63} \Delta z + m_{65} \Delta v + f_6 \Delta t &= -\tilde{w}
\end{align*}
$$

that are three equations with four unknowns. This was expected since the family have to be parameterized by the out-of-plane amplitude. So, taking $\Delta z = 0$ the equations produce an iterative technique\(^2\). The new condition will be:

$$
    x^{\text{new}} = x^{\text{old}} + \Delta x
$$

and the method is applied again until the final accuracy is obtained. Figure 2.2 shows the corrections applied to the orbit represented in figure 2.1.

\(^2\)For the Lyapunov orbits the system 2.12 has two equations and three unknowns since it lacks of the last equation and there is not an out-of-plane correction. In this case the system can be solved by taking $\Delta x = 0$ and parameterizing with $A_x$. 
The monodromy matrix is computed by integrating the system:

$$\dot{x} = f(x), \quad x(0) = x_0$$

$$\dot{M} = \left[ \frac{\partial f}{\partial x} \right] M, \quad M(0) = I$$

(2.14)

where $I$ is the six-by-six unity matrix. The system 2.14 is a differential system with order $n + n^2$. For the halo orbits the full order is 42 ($6 + 36$) while for the Lyapunov it is equal to 20 ($4 + 16$).

2.3 Lyapunov orbits in the Sun-Earth system

The algorithm described in the previous section has been applied for the computation of the Lyapunov orbits about both $L1$ and $L2$ of the Sun-Earth system. Figure 2.3 and 2.4 shows forty orbits with increasing amplitudes. It can be observed that the larger the amplitude, the more the orbit becomes distorted due to the non-linearities. With this process, orbits of any size can be obtained until a collision with the Earth occurs.

The two figures below show the trend of the $y$-amplitude $A_y$ and the orbital period $T$ of the computed orbits with respect to the independent pa-
Figure 2.4: Lyapunov orbits around the Sun-Earth L2 with amplitudes $A_x = i \cdot 10000 \text{ km}, i = 1, ..., 40$.

rameter that is $A_x$. The first ($A_y$ vs $A_x$) indicates that, as stated by the equations 2.2, there is a linear constraint between the two in-plane amplitudes: $A_y = kA_x$. The second figure shows that the orbital period is around six-months and it slightly changes with respect to the two points.

Figure 2.5: $A_y$ amplitude (left) and period $T$ (right) trend versus $A_x$ for the Sun-Earth Lyapunov orbits in figures 2.3 and 2.4.
2.4 Lyapunov orbits in the Earth-Moon system

The method has been applied for the computation of Lyapunov orbits about L1 and L2 in the Earth-Moon system. In this system the mass parameter μ (table 1.1) is four orders of magnitude greater than the one of the Sun-Earth system. This produces large differences between the orbits around L1 and those around L2. This aspect is clear in figures 2.6 and and 2.7 that show respectively the two families of orbits and the trends $A_y$ vs $A_x$ and $T$ vs $A_x$.
2.5 Halo orbits in the Sun-Earth system

With the method described in the sections 2.1 and 2.2 a complete analysis of the halo orbits in the Sun-Earth system has been carried out.

Looking at the figures 2.8 and 2.9 the nature of these orbits is clear: when $A_x$ is small they can be approximated by the Lyapunov orbits; large out-of-plane orbits have big excursions and are distorted by the non-linearities of the R3BP. Moreover, as observed by several authors [17] [24] [32] halo orbits do not exists below a certain in-plane amplitude $A_x$ because they can be viewed as bifurcation of the planar orbits when $A_x$ grows. The non-existence of halo orbits can also be viewed by equations 2.4 because the two frequencies do not match below certain values of the in-plane amplitude.

Figures 2.10 show the orbital parameters of the halo orbits in the Sun-Earth system: as stated analytically by Richardson [60] the relations $A_x =$
$A_x(A_z)$ and $A_y = A_y(A_z)$ are parabolic and so they are also for the numerically computed orbits. Finally, the period of the Sun-Earth halos is around six months.

Figure 2.10: Orbital parameters of the Sun-Earth halo orbits.
2.6 Halo orbits in the Earth-Moon system

The developed tool for the fast analysis and computation of the halos has been applied for the orbits around $L1$ and $L2$ in the Earth-Moon system. Figures 2.11 and 2.12 represent the two families of orbits.

Again the distortion of the orbits when the out-of-plane amplitude increases is clear and, as for the Lyapunov orbits in this system, the differences between the $L1$ and $L2$ orbits are marked. In fact, if the same $A_z$ excursion is imposed, the in-plane amplitude associated to $L2$ is greater than the one associated to $L1$. The same could be said for the maximum $y$-excursion due to the linear relation between $A_x$ and $A_y$.

The orbital period is between 12 and 15 days. These values are almost equal to the half period associated to the revolution of the primaries around their center of mass (e.g. the Moon’s period around the Earth). It is remarkable how this occurs also in the Sun-Earth system since the average period of the halos in this system is around six months.
The developed method has proven to be very fast and accurate for the computation of the halos and their orbital parameters. It could be a useful tool when the characteristics of the halo and Lyapunov orbits are needed.
2.7 The Lambert’s three-body problem

The Lambert’s problem is stated as the search of a path between two given points \( r_1 = \{x_1, y_1, z_1\} \) and \( r_2 = \{x_2, y_2, z_2\} \) with a time of flight equal to \( \Delta t \). It is a typical differential problem where such mixed initial and final conditions are given. Even if the system is of the sixth order, the Lambert’s problem requires seven conditions \( (r_1, r_2, \Delta t) \) to be solved because, if for instance the time of flight is not given, there are infinite trajectories linking \( r_1 \) and \( r_2 \).

In the two-body model, the Lambert’s problem is a well-known problem to the mission designers since it represents a basic tool for the preliminary analysis of transfer trajectories. In that system it can be solved analytically with fast algorithms [3].

In a three-body context, the Lambert’s problem is no longer trivial. This happens because the R3BP problem does not have analytical solutions and so the Lambert’s problem can be solved only through numerical techniques. In the past, several authors have studied this problem: both Broucke [10] and Prado [55] approached the problem with regularized coordinates to analyze free fall trajectories between the libration points and the primaries in the Earth-Moon system. D’Amario and Edelbaum [15] and Pu and Edelbaum [56] studied the optimal Lambert’s arcs in the three and four-body model.

The algorithm developed from the authors, suitable in this work, is strictly related to the one described in section 2.2 for the correction of the analytical approximations of the halo orbits and represents a typical two-points boundary value problem (2PBVP). Indeed, if an initial velocity is guessed:

\[
\mathbf{v}_{1,g} = \{u_{1,g}, v_{1,g}, w_{1,g}\}
\]

(2.15)
a first guess trajectory can be propagated starting by:

\[
\mathbf{x}_0 = \{r_1, v_{1,g}\}
\]

(2.16)
and after \( \Delta t \) the flow is:

\[
\Phi(\mathbf{x}_0, \Delta t) = \{\ddot{x}, \ddot{y}, \ddot{z}, \ddot{u}, \ddot{v}, \ddot{w}\}
\]

(2.17)
Thus, \( \Phi(\mathbf{x}_0, 0) \) is expanded as in the equation 2.8 without applying any correction on the time of flight and assuming:

\[
\Delta \mathbf{x} = \{0, 0, 0, \Delta u, \Delta v, \Delta w\}
\]

(2.18)
so the first three rows of the 2.8 represents a system of three equations and three unknowns. The process is again iterative and the velocity corrections \( \Delta \mathbf{v} = \{\Delta u, \Delta v, \Delta w\} \) are applied to the old velocity as:

\[
\mathbf{v}^{\text{new}} = \mathbf{v}^{\text{old}} + \Delta \mathbf{v}
\]

(2.19)
Figure 2.14: Solution example of the Lambert’s three-body problem through the developed algorithm. The first guess trajectory (blue) is then corrected (red) until the final solution (black) is reached. In this example the algorithm converges with three iterations.

Figure 2.14 shows an example of solution through this method. In the Earth-Moon system, the dimensionless positions $r_1 = \{0.1, 0, 0.3\}$ and $r_2 = \{0.8, 0.4, 0\}$ must be linked in a dimensionless time equal to $\Delta t = 1$. The blue line is the first guess trajectory, while the red ones are the successive corrections computed by the algorithm. Finally, the black line is the exact solution. In this example, the convergence is achieved with only three iterations.

The algorithm has proven to be efficient, but in some cases, as for the target of a point belonging to a LEO (figure 2.15), the final solution could be an impact trajectory with one of the two primaries. This is due to the blindness of the algorithm with respect to the sizes of the primaries since the equations of motion 1.6 involves only point masses.

In order to avoid impacts, and so unfeasible trajectories, the algorithm has been further developed and figure 2.15 shows an example of the results obtained. This time the corrections are not applied after the time $\Delta t$, but when the path impacts the Earth. Although this process involves much computational time (more iterations), it gives accurate results.
Figure 2.15: Modification of the algorithm to avoid Earth or Moon impacts. At the top the problem to target a piece of a stable manifold associated to a periodic orbit about \( L1 \) in the Earth-Moon system is presented. The Earth’s neighborhood is enlarged at the bottom to show the modification of the algorithm that avoids Earth impact trajectories. In this case the algorithm convergence happens after thirty-eight iterations.
Chapter 3

Transfers to Halo Orbits in the Sun-Earth System

This chapter deals with the missions on halo orbits around $L1$ and $L2$ in the Sun-Earth system. Since here the Earth is the smallest primary, it is "close" to these points and the manifolds associated to the periodic orbits extend until they reach the Earth’s neighborhood. Hence, in order to compute a libration point mission, in this system it is only necessary to target a point on the manifold by starting from a Keplerian orbit about the Earth.

In the first part of the chapter the state of the art, concerning libration point missions in the Sun-Earth system, will be analyzed. Then, the authors’ approach to the problem and the results obtained will be presented together with some discussions upon the possible uses for space missions.

3.1 State of the art analysis

The trajectory design issues involved in libration point orbit missions go beyond the lack of preliminary baseline solutions since conic analysis fails in these regions of space. It is clear, indeed, that the use of a conic solution is forbidden a priori because libration points are defined as equilibrium solutions in the R3BP, while conic arcs are allowed only in a two-body model. So, one of the key drawbacks for mission design in the libration regime is the loss of orbital elements. Since libration orbits are nonlinear trajectories in the three-body problem, the Jacobi constant (section 1.1) is the only integral available and then the only in the R3BP formulation.

In this context, after that several speculations were made about the use of libration point orbits[13] [33], Farquhar [17], in the mid 60’s, recognized that the Sun-Earth $L1$ point would have been an ideal location to continuously
monitor the interplanetary environment upstream from the Earth and out of Van Allen belts. So, Farquhar et al. [23] designed the trajectory of ISEE-3, the first libration point satellite [81]. In this work the authors noted that a large halo orbit was suitable to avoid the solar exclusion zone during the downlink. Thus, they discovered that the $\Delta V$ costs for orbit insertion are smaller for large-amplitude halo orbits and they chosen an $A_z = 120000\ km$ halo orbit as the nominal one. Through numerical techniques, the full trajectory, represented in figure 3.1, was designed by assuming a pair of correction maneuvers ($\Delta V_1$ and $\Delta V_2$) and a final impulse ($\Delta V_3$) necessary to insert the spacecraft into the final orbit.

In the years later, the concept of a libration point mission was discarded until early 90's when WIND [84] mission was planned. As can be observed by figure 3.2, its trajectory made several lunar swing-by's before having a large loop around the Sun-Earth $L_1$ point. The spacecraft did not insert in a periodic orbit and its "acrobatic" path continued always below $L_1$.

Then, the sophisticated ESA's solar observatory, SOHO [83], was injected into a transfer trajectory that guided it to an $A_z = 120000\ km\ L_1$ halo orbit. It was launched from a $h = 180\ km$ parking orbit with $\Delta V = 3200\ m/s$ and three mid course correction maneuvers were performed to assure the rendezvous with the final halo. The time of transfer was around $\Delta t \approx 60\ days$ while the nominal halo orbit had a period equal to six months.

Another two libration point missions were ACE [77] and MAP (or WMAP) [82]. The former was the first spacecraft to enter in a $L_1$ Lissajous quasi-periodic orbit ($A_z = 157000\ km$), while the latter was injected into a $L_2$ halo.
3.1 State of the art analysis

Figure 3.2: The WIND’s full trajectory [17].

orbit.

All the missions above were designed using *ad hoc* numerical techniques that were developed on purpose for each mission. Anyway, the general concept that led the design of these trajectories was based on small perturbations given at a specific point of the nominal orbit. Starting from the perturbed point, the path was propagated backward until it reached the closest approach to the Earth. Then, the nominal trajectory was chosen, among those passing near the Earth, according to the minimum cost.

In the last years, the dynamical systems theory has given a great contribution to understand the structure of the phase space around the libration points. Thus, introducing the concept of stable and unstable manifolds associated to a periodic halo orbit, a systematic approach to design trajectories for libration point missions has been developed.

Howell et al [32] deeply investigated efficient trajectory options in the frame of the R3BP with the use of the dynamical system theory. They were able to find transfer trajectories from Earth parking orbits to large-amplitude halo orbits; heteroclinic connections between two orbits (one around $L_1$ and the other around $L_2$); return Earth-impact trajectories to bring the spacecraft back to the Earth.

Wilson and Howell [76] used these trajectories as first guess solutions in a Sun-Earth-Moon model and studied the use of Moon swing-by’s to decrease the cost of these missions. Moreover, Barden and Howell [2] analyzed the issues involved in a formation flying around the libration points.

These studies were applied for the analysis of the Genesis mission [78]. Its full trajectory, shown in figure 3.3, can be separated into four legs: there is first a transfer path from a $h = 200$ km parking orbit to an $A_z = 320000$ km $L_1$ halo orbit with a cost equal to $\Delta V = 3200$ m/s (red); then the spacecraft is injected into the halo orbit, using $\Delta V = 12$ m/s and performing
almost four revolutions around $L1$ (green); the third phase is a heteroclinic connection between the halo and a Lissajous orbit around $L2$ with cost $\Delta V = 36 \, m/s$ (blue); finally, with a low-cost maneuver ($\Delta V = 14 \, m/s$) the spacecraft is placed on the unstable manifold associated to the $L2$ orbit and returns to the Earth (blue) [32].

Kechichian [39] applied the method of regularization to the equations of the R3BP centered at $L1$. He used an iterative process to generate transfer trajectories from a LEO to the vicinity of $L1$. He optimized this process and found that a cost around $\Delta V = 3300 \, m/s$, involving also the halo injection, is enough to place a spacecraft on halo orbits.

Jenkin and Campbell [34] performed an insertion and dispersion error analysis assuming a generic halo orbit around $L2$ point. They found that such trajectories are extremely sensitive to the launch vehicle performance dispersions and, as previous libration point missions done, it is necessary to plan for trajectory correction maneuvers along the transfer and providing for additional propellant to enable such maneuvers. They showed that a $\Delta V$ budget around 180 $m/s$ at a 99% confidence level should allow these corrections for generic halos around $L2$.

Cobos and Masdemont [12] applied the invariant manifolds technique to transfer a spacecraft between two Lissajous orbits around the same point. The authors state that such orbits are very suitable for future libration point
missions since, differently from the halos, they do not present big elongations around the point. Moreover, they developed also an optimal strategy for the
eclipse avoidance around L2 allowing a six years free of eclipse for the ESA’s
missions FIRST and Planck.

3.1.1 Motivations for further studies

The state of the art analysis has shown that the history of libration point
missions in the Sun-Earth system begun almost 25 years ago and, since now,
six missions have been carried out. This represents the only case in this
work where some missions have already been designed exploiting the libra-
tion points dynamics characteristics. Nevertheless, it seems that a general
characterization of the transfer trajectories, by the technique of the mani-
folds, to these halos is still missing. For instance, when planning for a new
libration point mission in the Sun-Earth system, a parametric study is re-
quired to analyze how changes in the final orbit, chosen according to the
mission constraints, affect the parameters of the transfer trajectory. The
authors mean, as an example, the concurrent design environments, like the
ESA’s CDF, where fast and well-approximated results have to be known to
the designers. Many methods for the two-body analysis already exist, but, as
known to the authors, the same is not yet true for the libration point mission
analysis.

Thus, assuming a range of orbits, parameterized with the out-of-plane am-
plitude $A_z$, the orbital parameters have been analyzed in the previous
chapter and now the objective is to study how the transfer trajectory be-
tween an Earth orbit to these halos changes with respect to the final orbit.
Moreover, the orbit around the Earth could not have been completely fixed
in a design process because it changes with respect to a lot of mission re-
quirements.

Known this, the task of the present chapter can be summarized as: given
a range of orbits about the Earth with altitudes $h \in [h_{min}, h_{max}]$ and given a
range of possible final halo orbits about L1 and L2 in the Sun-Earth system
with amplitudes $A_z \in [A_{z,min}, A_{z,max}]$, find the cost and the parameters
(time of flight, insertion point, insertion cots, ...) of the possible transfer trau-
jectory.

To simplify the work, only circular orbits about the Earth will be consid-
ered. This is not a great restriction since the case of elliptical orbits could
be easily involved in a second step. In addition, no trajectory correction
manoeuvres (TCMs) will be considered so the injection occurs directly on
the stable manifold associated to the orbit. Even if with TCMs the total
cost of the transfer can be reduced, here the interest is focused only on tra-
jectories lying on the manifolds. The mid-course manoeuvres improve the performances of the trajectory, but again could be added in a second step.

3.1.2 Space applications

The space applications concerning the libration point orbits in the Sun-Earth system are those missions that take advantage by holding a fixed configuration between the Earth and the Sun.

The $L_1$ point is an ideal location for an uninterrupted observation of the Sun and its effects since this interior equilibrium is never covered by other bodies. Here, out of the Van Allen belts, a spacecraft could also study the interactions between the geomagnetic field and the solar wind. Due to the lack of eclipses, the power could be generated continuously by solar arrays. Moreover, at the $L_1$ point a spacecraft could observe always the Earth or, as recently studied for the ESA’s Space Weather Programme [73], it may be the location for a payload that studies the space weather.

The opposite exterior libration point $L_2$, is a very suitable site for a space telescope since here the Earth, the Moon and the Sun are always behind the point and this means that there are stable thermal conditions, ideal for a telescope. But, a spacecraft in a halo orbit must have an appropriate out-of-plane motion in order to avoid the eclipses and so assure the power generation. From $L_2$ also the observation of the other side of the Earth could be possible.

Finally, both points can be used for the location of relay satellites useful for the interplanetary navigation [72].

3.2 Selection of the appropriate Poincaré section

Starting from a circular parking orbit around the Earth, a spacecraft must be injected on the stable manifold associated to the a final halo orbit orbit $W^s_{L_i.p.o.} (i = 1, 2)$. Since the manifolds are two dimensional "tubes" in the six dimensional phase space, this task is not easy. In order to lower the dimensions of the problem, the Poincaré sections associated to the manifolds, a powerful tool in the dynamical system theory, have been introduced for the selection of the most appropriate injection point.

The equations of motion 1.6 are written in a rectangular coordinate system so it is usual to take the surface of section parallel to one of the three coordinate axes. When a manifold is cut by this section, one state is fixed by the location of the surface (e.g. $x = 1 - \mu$), four states are plotted (e.g.
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\[ y \text{ vs } y \text{ and } \dot{z} \text{ vs } z \) \) and the remaining \( (\dot{x}) \) is given by Jacobi constant (see equation 1.9) associated to the orbit.

The matter now, is the selection of the most appropriate section for the spacecraft injection. Three sections have been introduced for the transfer to a \( L1 \) halo orbit:

- \( x = 1 - \mu \) and \( \dot{x} < 0 \) (figure 3.4);
- \( y = 0 \) and \( \dot{y} > 0 \) (figure 3.5);
- \( x = 1 - \mu \) and \( \dot{x} > 0 \) (figure 3.6);

For all the three cases, a range of Earth orbits has been given with amplitudes \( h \in [150, 10000 \text{ km}] \) and the algorithm has been left free to choose the cheaper insertion orbits. Figure 3.4 shows that the first Poincaré section

\[ x \text{ vs } \dot{x} \]

\[ y \text{ vs } \dot{y} \]

\[ z \text{ vs } \dot{z} \]

Figure 3.4: Poincaré section of \( W_{L1,p.o.}^s \) at \( x = 1 - \mu \) and \( \dot{x} < 0 \).

\[ x \text{ vs } \dot{x} \]

\[ y \text{ vs } \dot{y} \]

\[ z \text{ vs } \dot{z} \]

Figure 3.5: Poincaré section of \( W_{L1,p.o.}^s \) at \( y = 0 \) and \( \dot{y} > 0 \).
considered \((x = 1 - \mu \text{ and } \dot{x} < 0)\) is not appropriate for a manifold injection since here the costs are elevated. It is known, indeed, that the optimum cost is associated to a tangential injection that is the one shown in figure 3.5 associate to a Poincaré section \(y = 0\) and \(\dot{y} > 0\).

In figure 3.6 the manifold reaches again the \(y\)-axis and the third section \((x = 1 - \mu \text{ and } \dot{x} > 0)\) is considered. It is clear that this case is the worst since the injection happens inward to the Earth and high costs are required.

Figure 3.7 shows the same Poincaré section as in figure 3.5 (but with \(\dot{y} < 0\)) for the transfer to a L2 halo. This time the injection is perfectly tangential and the minimum cost for a L2 transfer is achieved.

The authors suspect that the selection of a Poincaré section at \(y = 0\) and \(\dot{y} > 0\) for L1 and \(\dot{y} < 0\) for L2 involves minimum costs. In the present chapter these two sections have been chosen to study the transfer trajectories to the halos.

Figure 3.6: Poincaré section of \(W_{L1,p.o.}^s\) at \(x = 1 - \mu\) and \(\dot{x} > 0\).

Figure 3.7: Poincaré section of \(W_{L2,p.o.}^s\) at \(y = 0\) and \(\dot{y} < 0\).
3.3 Problem approach

Figure 3.8: $\Delta v$ vs $h$ (left) and $i$ vs $h$ (right) for the first two sections considered.

Figure 3.8 shows the relation between the altitude of the parking orbit ($h$) and the cost of the transfer ($\Delta v$) for the first two sections. The assumptions are confirmed since the first figure shows that the Poincaré section at $y = 0$ assures at the same time a wide range of altitudes and reduced costs with respect to the section at $x = 1 - \mu$. On the contrary, this choice involves a restriction on the inclination ($i$) of the Earth’s orbits for the manifold injection.

3.3 Problem approach

Without loosing of generality, let $A_z$ be the out-of-plane amplitude of a halo orbit around $L1$. The extension to the $L2$ point and to all the amplitudes is straightforward. Associated to the $j$-th point of the orbit there is a one dimensional stable manifold $W_{L1,p.o.}^{s, j}$ that is propagated until the surface of section is reached (blue lines in figure 3.9).

On the surface of section, let the six state of $W_{L1,p.o.}^{s, j}$ be:

$$\mathbf{x}_P^j = \{x_p^j, y_p^j, z_p^j, \dot{x}_p^j, \dot{y}_p^j, \dot{z}_p^j\}$$

(3.1)

that are uniquely determined once the point on the orbit has been fixed. This means that there is a correspondence between the points on the orbit and the points on the surface of section.

When the states of equation 3.1 are known, the circular orbit required for the manifold injection must have an altitude equal to:

$$h = \sqrt{(x_p^j)^2 + (y_p^j)^2 + (z_p^j)^2 - R_E}$$

(3.2)
Figure 3.9: Example of transfer trajectory from an Earth’s orbit to a $A_z = 290000$ km halo. The trajectory (black) is marked every ten days.

and an inclination (with respect to the ecliptic):

$$i = \tan\left(\frac{\frac{z_j}{x_P}}{\sqrt{(x_P^2 - 1 + \mu)^2 + (y_P^2)^2}}\right)$$  \hspace{1cm} (3.3)

Figure 3.10: $\Delta v$ vs $h$ (left) and $i$ vs $h$ (right) for the example considered in figure 3.9. The marked point corresponds to the minimum cost trajectory.
3.4 Transfer trajectories to the $L_1$ halos

The cost necessary for the injection is:

$$\Delta v = \sqrt{(\dot{x}_P - v_{c,x})^2 + (\dot{y}_P - v_{c,y})^2 + (\dot{z}_P - v_{c,z})^2} \quad (3.4)$$

where $v_c = \sqrt{k_E/(R_E + h)}$ is the velocity on the circular orbit and $R_E$ is the Earth’s radius$^1$.

Repeating this process for each point of the halo, the relations among the parameters have been obtained. Figure 3.10 shows how the cost for the injection changes with the altitude of the orbits and the point corresponding to the minimum cost injection has been marked. The relation between the inclinations and the altitudes have been shown too.

Figure 3.11 represents the two Poincaré sections of the manifold considered. The marked point correspond to the minimum cost trajectory. The time of transfer of this example is $\Delta T = 122$ days and the cost for the orbit injection$^2$ is $\Delta v_{\text{inj}} \simeq 3$ $m/s$.

3.4 Transfer trajectories to the $L_1$ halos

In order to study the properties of the transfer trajectories for missions around $L_1$ in the Sun-Earth system, the minimum and maximum altitudes for the Earth’s orbits have been fixed equal to $h_{\text{min}} = 200$ km and $h_{\text{max}} =

---

1The values $k_E = 3.98 \cdot 10^{14}$ $m^3/s^2$ and $R_E = 6378$ km have been assumed.

2We remember that the manifolds computed here are only approximation and the trajectories must be forced to enter into the final orbit (see section 1.4.2).
5000 km. Several halos have been analyzed with amplitudes:

\[ A_z = [140000 + (i - 1)20000] \text{ km}, \quad i = 1, ..., 11 \quad (3.5) \]

and the obtained results are summarized in table 3.1. The table shows the best results obtained for each \( A_z \) halo with the altitudes in the given range.

It can be observed that the costs are slightly higher than the ones required for the previous missions. But, in this section the trajectory have not been optimized since the goal was the parametric study of the trajectories belonging to the manifolds. Indeed, if TCMs would have been introduced, the performances of the transfers could have been improved.

Figure 3.12 shows the trajectory analyzed with an emphasis on how the circular orbits about the Earth change with respect to the final halo transfer trajectory.

In figure 3.13 the locus of the minima \( \Delta v \) is plotted. Manifolds that goes beyond the minimum altitude \( h_{min} = 200 \text{ km} \) have been cut since they represent Earth impact trajectories. Figure 3.14 represents the transfer departing from a GEO (last row in table 3.1) with an emphasis on the structure of the manifold near the Earth.

<table>
<thead>
<tr>
<th>( A_z ) (km)</th>
<th>( h ) (km)</th>
<th>( \Delta v ) (m/s)</th>
<th>( i ) (deg)</th>
<th>( \Delta T ) (days)</th>
<th>( \Delta v_{inj} ) (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>140000</td>
<td>4987</td>
<td>2658</td>
<td>-6.7</td>
<td>120.3</td>
<td>2.8</td>
</tr>
<tr>
<td>160000</td>
<td>4954</td>
<td>2680</td>
<td>-6.6</td>
<td>120.6</td>
<td>2.8</td>
</tr>
<tr>
<td>180000</td>
<td>4806</td>
<td>2742</td>
<td>-6.9</td>
<td>120.8</td>
<td>2.9</td>
</tr>
<tr>
<td>200000</td>
<td>4219</td>
<td>2824</td>
<td>-7.8</td>
<td>121.0</td>
<td>2.9</td>
</tr>
<tr>
<td>220000</td>
<td>3605</td>
<td>2919</td>
<td>-8.7</td>
<td>121.1</td>
<td>2.9</td>
</tr>
<tr>
<td>240000</td>
<td>2984</td>
<td>3028</td>
<td>-9.6</td>
<td>121.3</td>
<td>2.9</td>
</tr>
<tr>
<td>260000</td>
<td>2344</td>
<td>3154</td>
<td>-10.4</td>
<td>121.5</td>
<td>3.0</td>
</tr>
<tr>
<td>280000</td>
<td>1711</td>
<td>3301</td>
<td>-11.2</td>
<td>121.8</td>
<td>3.0</td>
</tr>
<tr>
<td>300000</td>
<td>1004</td>
<td>3470</td>
<td>-12.2</td>
<td>122.0</td>
<td>3.0</td>
</tr>
<tr>
<td>320000</td>
<td>365</td>
<td>3668</td>
<td>-12.9</td>
<td>122.3</td>
<td>3.1</td>
</tr>
<tr>
<td>340000</td>
<td>224</td>
<td>4013</td>
<td>-11.9</td>
<td>122.7</td>
<td>3.1</td>
</tr>
<tr>
<td>100000</td>
<td>GEO</td>
<td>1456</td>
<td>-2.3</td>
<td>122.9</td>
<td>2.8</td>
</tr>
</tbody>
</table>

Table 3.1: Parameters of the transfer trajectories to the \( L_1 \) halos in the Sun-Earth system.
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Figure 3.12: Transfers trajectories to the Sun-Earth $L1$ halos: $(x, y)$ and $(x, z)$ projections; the full 3D transfers and the circular Earth’s orbits.

Figure 3.13: $\Delta v$ vs $h$ for the cases in table 3.1. The black line is the locus of the minima $\Delta v$'s.
Figure 3.14: Transfer trajectory to an $A_z = 100000$ km departing from a GEO (top). This transfer requires a cost $\Delta v = 1456$ m/s and a time of flight equal to $\Delta T = 122.9$ days. The structure of the manifold near the Earth (bottom). It is clear how the Earth’s presence distorts the lines.
3.5 Transfer trajectories to the L2 halos

The transfer trajectories toward the Sun-Earth L2 orbits have been analyzed assuming the following amplitudes for the halos:

\[ A_z = [130000 + (i - 1)20000] \text{ km} , \quad i = 1, \ldots, 11 \]  

and again the range of altitude is \( h_{\text{min}} = 200 \text{ km} \) and \( h_{\text{max}} = 5000 \text{ km} \).

Table 3.2 summarizes the results found in this case plus, in the last row, the parameters associated to a GEO departure. In this case, since the shape of the curves \( \Delta v \) vs \( h \) changes, the Earth’s orbits associated to the minimum cost transfers have altitudes near the upper bound. Consequently, in this case the cost is lower than in the previous.

The time of transfers is again around four months and it is remarkable how, both for L1 and L2, the cost for the halo orbit injection \( \Delta v_{\text{inj}} \) does not vary with the size of the orbit and remains always around 3 m/s.

Also in this case, the model does not include neither optimized TCMs nor Moon swing-by’s that are expected to further lower the total cost.

<table>
<thead>
<tr>
<th>( A_z (km) )</th>
<th>( h (km) )</th>
<th>( \Delta v (m/s) )</th>
<th>( i (deg) )</th>
<th>( \Delta T (days) )</th>
<th>( \Delta v_{\text{inj}} (m/s) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>130000</td>
<td>4991</td>
<td>2696</td>
<td>6.7</td>
<td>126.6</td>
<td>3.4</td>
</tr>
<tr>
<td>150000</td>
<td>4970</td>
<td>2598</td>
<td>8.2</td>
<td>126.7</td>
<td>3.5</td>
</tr>
<tr>
<td>170000</td>
<td>4938</td>
<td>2549</td>
<td>9.4</td>
<td>126.8</td>
<td>3.5</td>
</tr>
<tr>
<td>190000</td>
<td>4880</td>
<td>2517</td>
<td>10.5</td>
<td>127.0</td>
<td>3.6</td>
</tr>
<tr>
<td>210000</td>
<td>4838</td>
<td>2492</td>
<td>11.6</td>
<td>127.2</td>
<td>3.6</td>
</tr>
<tr>
<td>230000</td>
<td>4866</td>
<td>2474</td>
<td>12.7</td>
<td>127.4</td>
<td>3.7</td>
</tr>
<tr>
<td>250000</td>
<td>4983</td>
<td>2474</td>
<td>13.6</td>
<td>127.7</td>
<td>3.7</td>
</tr>
<tr>
<td>270000</td>
<td>4881</td>
<td>2521</td>
<td>14.5</td>
<td>128.0</td>
<td>3.7</td>
</tr>
<tr>
<td>290000</td>
<td>4825</td>
<td>2596</td>
<td>15.4</td>
<td>128.3</td>
<td>3.8</td>
</tr>
<tr>
<td>310000</td>
<td>4825</td>
<td>3997</td>
<td>16.3</td>
<td>128.6</td>
<td>3.8</td>
</tr>
<tr>
<td>330000</td>
<td>4901</td>
<td>2883</td>
<td>17.1</td>
<td>129.0</td>
<td>3.9</td>
</tr>
<tr>
<td>100000</td>
<td>GEO</td>
<td>1334</td>
<td>2.3</td>
<td>123.3</td>
<td>3.4</td>
</tr>
</tbody>
</table>

Table 3.2: Parameters of the transfer trajectories to the L2 halos in the Sun-Earth system.
Figure 3.15: Earth’s circular orbits for the Sun-Earth L2 transfers. Differently from the previous case, this time there is a broader excursion in the orbits’ inclination (table 3.2).

Figure 3.16: Poincaré section \((x,\dot{x})\) (left) and \((z,\dot{z})\) (right) for the transfers to L2. The marked points are associated to the minimum cost transfers.
3.6 Sun-Earth libration point orbits: uses for future space missions

This section has been prepared with the purpose to evaluate the properties associated to the trajectories belonging to the stable manifolds of L1 and L2 halos in the Sun-Earth system. The results found in this frame are here discussed together with the possible uses of these trajectories, the drawbacks and their implications at system level.

3.6.1 Remarks about the solutions

Missions about the halos of the Sun-Earth system are well known by the scientific community and a general method for their design has been established. In this section the intention has been to evaluate the performances of the transfer trajectories to these halos. So, neither trajectory correction manoeuvres nor Moon’s swing-by’s have been considered. The authors expect that the difference in the cost of about $300 \div 400 \text{ m/s}$ between the existing solutions and the ones found here is due to the lack of these two important phases.

Anyway, a trajectory belonging to the stable manifold can reach the final orbit by only waiting for the evolution of the dynamical system and about 3200 m/s are required to inject a spacecraft from a low Earth orbit on these stable manifolds. There are no sensible differences in these costs between orbits around L1 and around L2. The main differences, at a fixed point, concern the amplitudes of the halos. When the amplitude of the final orbit grows, indeed, the manifolds become larger and a great part of them approaches the Earth. So, in this case, it is easier to look for cheap solutions departing from Earth orbits.

The time required for these transfers is around four months for each of the two points considered while the cost for the orbit injection is always below 5 m/s. Furthermore, it has been calculated that the cost necessary to the stationkeeping is about 10 m/s/year.

These costs and times do not represent particular constraints for the missions on these halo. Maybe, this is the reason why only missions about these libration points have been done in the space activity. Nevertheless, the low number of these missions (six) indicates that a better knowledge of the mission design and the potential use of the libration points in the Sun-Earth system is necessary.
3.6.2 Uses for future space missions

The main uses of the libration points in the Sun-Earth system for future space missions are due to their fundamental property: a spacecraft placed around these points keeps its geometry fixed with respect to both the Earth and the Sun. It is clear that, with such a feature, a lot of missions can be planned in order to exploit this unique characteristic for space applications. The authors limits to only two of these.

Recently the $L_2$ point has been established as a very appropriate location for a space telescope due to its stable thermal environment. These conditions are produced because the Sun, the Earth and the Moon are always aligned with that point. By placing a single satellite on this point half the sky could be observed and studied. The nominal orbit must of course avoid the Earth’s disc in order to allow the power generation with the solar arrays.

Other uses of these orbits concern the scientific observation of the Sun and the Earth’s monitoring from a fixed point: half the Earth is always visible from both $L_1$ and $L_2$. Finally, an interplanetary navigation system could be developed with several spacecrafts placed in the libration points of the Sun-Earth system (not only $L_1$ and $L_2$) [72].

3.6.3 Drawbacks

The times and costs associated to the transfers to the halos in the Sun-Earth system are not prohibitive. Thus, the only drawback associated to this kind of missions is represented by the navigation within this nonlinear environment. Nevertheless, the trajectory correction manoeuvres would be useful to avoid launch errors or dispersions.

When the Moon’s swing-by’s are considered, the launch windows are expected to be sensitive with respect to the Moon phase. Moreover, the Moon’s perturbation must be considered in the cost and stationkeeping evaluation.

The analysis of the starting legs has shown that only a small range of inclinations allows a direct injection on the stable manifold.

3.6.4 Considerations at system level

Spacecrafts about the libration points in the Sun-Earth system do not require particular consideration concerning the whole space system. The power generation can be accomplished by using the solar arrays in both $L_1$ and $L_2$. Spacecrafts in the latter point must provide for an eclipse avoidance strategy in order to allow the power generation.
3.6 Sun-Earth libration point orbits: uses for future space missions

The continuous visibility of the Sun influences also the thermal subsystem that has to be designed in order to take into account this strong thermal source. The communication with the Earth is assured because the Earth is continuously in the field of view of the spacecraft. The propulsion is chemical and liquid engines are preferred due to their restartable properties. Nevertheless, if the spacecraft is placed on the transfer trajectories directly by the launcher, it could require only small engines to correct the trajectory.
Chapter 4

Transfers to Halo Orbits in the Earth-Moon System

Differently from the previous case, in the Earth-Moon system the Earth represents the largest primary and so this time $L_1$ and $L_2$ points are close to the Moon. This means that, as will be show in the present chapter, the manifolds associated to the periodic orbits around these libration points no longer approach the Earth. It could be that this is the reason why a libration point mission in this system has never been made. In order to overcome this problem, and at the same time exploit the feature of the invariant manifolds, an intermediate Lambert’s R3BP arc has been introduced. By this arc, a point belonging to an orbit around the Earth and a point on the stable manifold associated to the final halo are linked together.

As done for the libration point missions in the Sun-Earth system, in the first part of this chapter the actual state of the art is analyzed. Later, the technical approach and the obtained results will be show together with the author’s point of view concerning the uses for future space missions.

4.1 State of the art analysis

The idea of using the collinear libration points of the Earth-Moon system for space missions has a long history. Colombo [13] was the first who understood the high potential associated with these points and the importance to have a spacecraft in a fixed configuration with respect to the Earth and the Moon. He demonstrated that the collinear points ($L_1$, $L_2$ and $L_3$) of the Earth-Moon system continue to be exact solutions of the R3BP even if no hypothesis are made on the motion of the primaries and when the perturbations of other bodies are considered. In this way, a point mass placed in
an equilibrium point with the appropriate velocity moves remaining aligned with the primaries.

Farquhar [22] proposed the use of a libration point satellite for lunar communications. He studied the possibility to have a real-time communication link between the far side of the Moon and the Earth by placing a single relay spacecraft in a halo orbit about $L2$ (figure 4.1). Moreover, he observed that by placing another single relay satellite at the cislunar libration point $L1$, a point-to-point communication network covering most of the lunar surface could have been also established. This libration point network concept was proposed as a navigation and control center for extensive lunar explorations.

These proposals were validated by Farquhar [19] [21] which estimated that the station-keeping cost required for such missions is around $\Delta V = 100 \text{ m/s/year}$ depending on the out-of-plane amplitude of the halo orbit considered.

Apart from the lunar far-side communications, Farquhar proposed also a deep space communication network by placing the relay satellites on the equilateral points ($L4$ and $L5$) of the Earth-Moon system in order to avoid the strong noise induced by clouds [20]. Recently, several studies deal with the development of this idea [72]. In the same work, Farquhar suggested the employment of a reusable spacecraft as a cycler between the libration points of the Sun-Earth and a Sun-Planet system. It is remarkable how, four
decades ago, Farquhar proposed such concepts that are being considered in these years.

In order to study a transfer trajectory between the Earth and the libration points of the Earth-Moon system a dedicated method must be developed in the R3BP frame. It is clear, indeed, that the conic analysis fails in these regions of space because the gravitational attractions of two bodies are comparable.

D’Amario and Edelbaum [15] developed a method to find optimal impulse transfers in the circular R3BP. This technique was based on the combination of a multiconic method with the primer vector theory and an accelerated gradient method of trajectory optimization. Their method was applied to the determination of optimal two and three-impulse transfers between circular orbits about the Moon and the translunar libration point L2.

Then, based on the previous study, Pu and Edelbaum [56] found two and three optimal impulse trajectories in a Sun-Earth-Moon environment where the three bodies all have a significant influence on the motion of the spacecraft. They applied this technique to analyze trajectories between the Earth and the L1 libration point and they estimated that a cost around $\Delta V = 3600 \, m/s$ is necessary to reach that point departing from a circular orbit around the Earth with altitude $h = 185 \, km$.

Broucke [10] computed free-fall trajectories from the Moon to the four Lagrangian points L1, L2, L4 and L5 and back from these points to the Moon. He considered in detail the problem of compromising short transit times and small residual velocity at the point. Broucke found several families of possible trajectories, depending on the time required for the transfer, for each of the four Lagrangian points.

Prado [55] completed the Broucke’s work by analyzing transfers from the same points to the Earth. Both these studies, based on the solution of the Lambert’s three-body problem in regularized coordinates, involve the transfer between a primary and a point. On the contrary, the present chapter analyzes the transfer trajectories from an orbit around the Earth to an orbit around the points L1 and L2.

Heppenheimer [30], in his study on the optimal location of a space colony, studied a transfer path from a high Earth orbit to the point L2. He observed that the nominal candidates were orbits found as periodic solutions in the R3BP and he chose a 2:1 resonant orbit as the baseline for his problem.

Jones and Bishop [35] developed a two-spacecraft terminal-phase rendezvous targeting in the circular R3BP. They used a small radius translunar halo orbit and ideal navigation to demonstrate the effectiveness of their technique.

In the last years, Starchville and Melton studied the transfer of a space-
craft from an Earth orbit to a $L_2$ halo orbit in both the circular [66] and elliptical problem [67]. Their works were innovative since the optimization of low-thrust trajectories and invariant manifolds technique were combined together. The full trajectory starts with a $\Delta V$, provided from the launch vehicle, at an altitude above the Earth equal to $h$. Then, a thrust arc is used to target a piece of the stable manifold associated to the final halo around $L_2$ (figure 4.2).

In the circular problem, the authors found that a halo orbit with $A_x = A_y = 7000$ km could be reached with a propellant mass fraction $m_p = 55 \div 60$ kg departing from an Earth orbit with altitude $h = 460 \div 500$ km and an initial burn equal to $\Delta V = 1700$ m/s. A larger orbit with amplitudes $A_x = 25000$ km and $A_y = 70000$ km needs a propellant mass $m_p = 55 \div 80$ kg plus $\Delta V = 1700$ m/s at an altitude $h = 475 \div 500$ km. In both the examples the time of flight was equal to $\Delta t = 365$ days.

In the elliptical problem, the first halo requires $m_p = 55$ kg and $\Delta V =$
1700 $m/s$ departing from $h = 465 \div 500 \text{ km}$. In this model the larger orbit needs $m_p = 55 \div 60 \text{ kg}$ and $\Delta V = 1700 \text{ m/s}$ from $h = 420 \div 480 \text{ km}$. These two cases have again a time of transfer equal to $\Delta t = 365 \text{ days}$. In both cases, the final (in orbit) mass is equal to 1000 $\text{ kg}$.

Finally, Lo and Chung [48], in a lunar sample return study, resumed the idea of Farquhar, cited above, to provide the communication between the Earth and the far side of the Moon. They studied three different scenarios to put a spacecraft about the Earth-Moon $L2$ departing from a 200 $\text{ km}$ circular orbit around the Earth.

In the first option, shown in figure 4.3, the spacecraft is transferred to the final halo by targeting the stable manifold associated to a point of this orbit. A first impulse equal to $\Delta V_1 = 3122 \text{ m/s}$ puts the spacecraft in a translunar trajectory, while a second maneuver with $\Delta V_2 = 570 \text{ m/s}$ forces the spacecraft to lay on the stable manifold. Thus, the total cost for this option is $\Delta V = 3692 \text{ m/s}$ and the time required is $\Delta t = 11 \text{ days}$.

The second alternative they considered was a transfer to $L2$ via a heteroclinic connection with $L1$. The heteroclinic connection between these two orbits is shown in figure 4.4. In this case, with a first $\Delta V_1 = 3100 \text{ m/s}$, the spacecraft is sent in a orbit that targets a piece of the stable manifold associated to the $L1$ halo. Here, with a second impulse equal to $\Delta V_2 = 600 \text{ m/s}$, the spacecraft is injected in the $L1$ halo orbit. Then, a third $\Delta V_3 = 14 \text{ m/s}$ performs the heteroclinic connection and the spacecraft reach the final $L2$ halo. The overall cost for this option is $\Delta V = 3714 \text{ m/s}$ and the time of transfer is $\Delta t = 28 \text{ days}$. 

![Image](image-url)
Figure 4.4: Terminal leg of the $L_2$ halo transfer via a heteroclinic connection computed by Lo and Chung [48].

In the third option the spacecraft is sent on the final orbit by passing through the Sun-Earth $L_1$ and exploiting the Moon capture mechanism (see section 6.1). The total cost for this scenario is $\Delta V = 3266 \, m/s$ but the transfer time is $\Delta t = 391 \, days$ that is sensibly higher than the previous two cases.

### 4.1.1 Motivations for further studies

From the analysis of the state of the art, it follows that a libration point mission in the Earth-Moon system has never been done. From the authors' point of view, this is the consequence of the increased difficult in trajectory design within this frame. In the Earth-Moon system, indeed, the Earth is the greatest primary so the two equilibrium points $L_1$ and $L_2$ are close to the Moon and the manifolds associated to the periodic orbits about these points no longer approach the Earth. Thus, departing from the Earth’s neighborhood, there will be no free transport to the libration points as in the Sun-Earth system\(^1\).

In the switch from the two-body to the three-body problem there is the loss of orbital elements, integral of motion in the 2BP, and the structure of the

\(^1\)This case is qualitative analogous to a transfer toward the Sun-Earth $L_1$ and $L_2$ departing from the Sun.
trajectory is difficult to characterize. In the R3BP, the only integral available is the Jacobi constant, but one conserved quantity over six states of motion does not allow any quantitative useful information, apart from the forbidden regions. In this context, the manifolds provide for additional information within the R3BP since they represent a useful tool for the designers. This is the reason why the invariant manifolds must be considered also in this frame even if they only provide for partial free transport (i.e. the transfer from a given point far from the Earth to the final halo).

The works of Starchville and Melton [66] [67] and Lo and Chung [48] were aimed to target a piece of the stable manifold associated to the final periodic orbit. They used two different techniques to do this, but the former turned out to be a long-time transfer while the latter was short but quite expensive. The exploration of the intermediate possibilities is not easy since in the R3BP, given a time and two points, it is not easy to join these two points with the constraint on the time of flight. The reason is again the loss of a powerful tool used in the two-body environment: the Lambert’s problem.

The authors suppose that when the time of transfer is free to vary, the trajectory could better exploit the Moon’s resonances and cheaper transfers could be obtained. Aiming to do this, in the present study an algorithm for the solution of the Lambert’s three-body problem (L3BP) has been developed (section 2.7) and so the task of the present chapter is the investigation on the existence of low-energy and mid-time transfers of practical interest. These transfers are based on the target of the stable manifold associated to the final orbit with a L3BP arc.

While the previous chapter was focused on a qualitative study of the trajectories belonging to the stable manifolds in the Sun-Earth system, here the approach is quite different since quantitative results are required to evaluate the feasibility of these transfers. Hence, the common LEO, GTO and GEO will be considered as starting orbit from the Earth.

### 4.1.2 Space applications

The high potential of the Earth-Moon equilibrium points for space applications is well-known in literature. Libration point orbits, indeed, have performances that cannot be achieved with the common Keplerian two-body orbits.

As an example, the concept proposed by Farquhar, for the communications between the far side of the Moon and the Earth through a single relay satellites placed in an Earth-Moon L2 halo, summarizes this statement. In this case, both the Moon’s and Earth’s disc can be covered always by the satellite and this feature is uniquely associated with a halo orbit. If Keplerian
orbits are considered, for instance polar orbits around the Moon, more than three satellites are required to achieve the same performances.

At the same time, a satellite on a L1 halo can assure the coverage of the other side of the Moon and together, with the one in L2, are able to cover almost the full surface of the Moon. Moreover, these two applications can be shifted to assure the communications between the Earth and inner interplanetary spacecrafts because they do not involve the usual noise produced by the clouds.

Finally, the periodic orbits about the Earth-Moon L1 would be ideal locations for a future manned space station as an intermediate step for the Moon intensive exploration. This station will orbit the equilibrium point, and so the communication with the Earth would be allowed, but, starting from here, another vehicle would reach the Moon and from the Moon back to the station with small costs.

In this chapter only the cost to reach the halos will be considered while the one required for the station-keeping have to take into account the perturbation of the Sun. Anyway, it has been estimated [21] that a cost around $\Delta V = 100 \text{ m/s/year}$ is enough to assure the station-keeping.

### 4.2 Dependence on the Poincaré section

As stated above, a point on the stable manifold associated to the final orbit must be targeted starting from a given Earth’s orbit. In order to lower the dimensions of this problem, Poincaré sections are again introduced. But, as discussed in section 3.2, the location of the appropriate surface of section is not trivial. In the present section two different cut of the stable manifold will be analyzed. Departing from the same 200 km LEO the costs for the transfers to the halos around L1 will be evaluated. This short analysis will suggest the problem approach that will be shown in the next section.

#### 4.2.1 Section at $x = -\mu$

Given a halo orbit with an out-of-plane amplitude $A_z$ and its associated stable manifold that is cut, as in figure 4.5, by the surface of section $x = -\mu$ and $\dot{x} > 0$, several transfers have been studied departing from a LEO with altitude $h = 200 \text{ km}$.

These transfers have been obtained by patching together a L3BP arc and a piece of the showed stable manifold. So, the full transfer cost involves a first $\Delta v_1$ to perform the Lambert’s arc, a second $\Delta v_2$ for the manifold injection and a third $\Delta v_3$ for the halo orbit injection. This latter cost is always under
1 m/s and so it will not be taken into account. The overall cost for the transfer is:

\[ \Delta v = \Delta v_1 + \Delta v_2 \]  

(4.1)

The time of flight associated to the Lambert’s arc is called \( \Delta t_L \) and the time that the spacecraft spends on the stable manifold, until the halo orbit injection occurs, is called \( \Delta t_W \). Thus, the total time of transfer is:

\[ \Delta t = \Delta t_L + \Delta t_W \]  

(4.2)

Several results have been obtained with the given surface of section by considering eight halos with amplitude:

\[ A_z = i \cdot 1000 \text{ km}, \quad i = 1, \ldots, 8 \]  

(4.3)

and the transfer parameters are shown in table 4.1. In this problem there are no particular constraints on the out-of-plane amplitude as in the Sun-Earth system. Nevertheless, the only one is given by the lunar far side communication, but with a maximum \( A_z \) equal to 8000 km also this constraint is satisfied.

Since the manifold is sectioned at the first encounter with the plane \( x = -\mu \), the very-short transfers contained in table 4.1 show high costs.
Moreover, it is straightforward that the more the out-of-plane amplitude increases, the more the transfer becomes expensive.

As discussed in section 4.1.1, looking for short transfers seems to involve high costs because the Moon’s influence needs more time to act. If a typical five-day Hohmann transfer to the Moon is thought by this point of view, its high costs seem to be explained because in such a short time, and with the conic approximation, the trajectory is not allowed to exploit the Moon’s gravitational field.

<table>
<thead>
<tr>
<th>$A_z$  (km)</th>
<th>$\Delta t_L$ (days)</th>
<th>$\Delta t_W$ (days)</th>
<th>$\Delta t$ (days)</th>
<th>$\Delta v_1$ (m/s)</th>
<th>$\Delta v_2$ (m/s)</th>
<th>$\Delta v$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>0.6</td>
<td>16.6</td>
<td>17.2</td>
<td>2947</td>
<td>1146</td>
<td>4093</td>
</tr>
<tr>
<td>2000</td>
<td>0.6</td>
<td>16.6</td>
<td>17.2</td>
<td>2963</td>
<td>1148</td>
<td>4111</td>
</tr>
<tr>
<td>3000</td>
<td>0.5</td>
<td>16.6</td>
<td>17.2</td>
<td>2988</td>
<td>1156</td>
<td>4144</td>
</tr>
<tr>
<td>4000</td>
<td>0.5</td>
<td>16.6</td>
<td>17.2</td>
<td>3021</td>
<td>1156</td>
<td>4177</td>
</tr>
<tr>
<td>5000</td>
<td>0.5</td>
<td>16.6</td>
<td>17.2</td>
<td>3052</td>
<td>1162</td>
<td>4214</td>
</tr>
<tr>
<td>6000</td>
<td>0.5</td>
<td>16.7</td>
<td>17.2</td>
<td>3085</td>
<td>1168</td>
<td>4253</td>
</tr>
<tr>
<td>7000</td>
<td>0.5</td>
<td>16.6</td>
<td>17.2</td>
<td>3117</td>
<td>1175</td>
<td>4292</td>
</tr>
<tr>
<td>8000</td>
<td>0.5</td>
<td>16.7</td>
<td>17.2</td>
<td>3151</td>
<td>1182</td>
<td>4333</td>
</tr>
</tbody>
</table>

Table 4.1: Parameters of the transfer trajectories to the L1 halos in the Earth-Moon system with surface of section $x = -\mu$. 
4.2 Dependence on the Poincaré section

4.2.2 Section at $y = 0$

Figure 4.7 shows the second surface considered that is the plane $y = 0$ with $\dot{y} < 0$. The analysis has been carried out for the same halos as in the table.

<table>
<thead>
<tr>
<th>$A_1$ (km)</th>
<th>$\Delta t_L$ (days)</th>
<th>$\Delta t_W$ (days)</th>
<th>$\Delta t$ (days)</th>
<th>$\Delta v_1$ (m/s)</th>
<th>$\Delta v_2$ (m/s)</th>
<th>$\Delta v$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>1.5</td>
<td>17.6</td>
<td>19.1</td>
<td>3114</td>
<td>636</td>
<td>3750</td>
</tr>
<tr>
<td>2000</td>
<td>1.5</td>
<td>17.6</td>
<td>19.1</td>
<td>3136</td>
<td>653</td>
<td>3789</td>
</tr>
<tr>
<td>3000</td>
<td>1.5</td>
<td>17.6</td>
<td>19.1</td>
<td>3179</td>
<td>645</td>
<td>3824</td>
</tr>
<tr>
<td>4000</td>
<td>1.5</td>
<td>17.6</td>
<td>19.1</td>
<td>3199</td>
<td>666</td>
<td>3865</td>
</tr>
<tr>
<td>5000</td>
<td>1.5</td>
<td>17.6</td>
<td>19.1</td>
<td>3231</td>
<td>656</td>
<td>3887</td>
</tr>
<tr>
<td>6000</td>
<td>1.5</td>
<td>17.6</td>
<td>19.1</td>
<td>3262</td>
<td>661</td>
<td>3923</td>
</tr>
<tr>
<td>7000</td>
<td>1.5</td>
<td>17.6</td>
<td>19.1</td>
<td>3248</td>
<td>683</td>
<td>3931</td>
</tr>
<tr>
<td>8000</td>
<td>1.5</td>
<td>17.6</td>
<td>19.1</td>
<td>3225</td>
<td>736</td>
<td>3961</td>
</tr>
</tbody>
</table>

Table 4.2: Parameters of the transfer trajectories to the $L1$ halos in the Earth-Moon system with surface of section $y = 0$. 
Figure 4.8: A typical transfer trajectory associated to the surface of section $y = 0$ and $\dot{y} < 0$ corresponding to the third row of table 4.1 (left). The starting LEO and the first leg of the Lambert’s arc (right).

previous section and the results are contained in table 4.2. Figures 4.8 show the transfer trajectory associated to the third row of that table.

It is remarkable how in this case the costs are sensitively lower than the ones found in the previous case. Even if the times are only two days longer, the costs differ for more than 300 $m/s$!

Figure 4.9: Comparison between the times and costs associated with the two sections.
4.3 Problem approach

If the total costs ($\Delta v$'s) are plotted versus the total times of flight ($\Delta t$'s), the figure 4.9 is obtained. This trade-off diagram clearly shows what has been discussed above: if the manifold extend far enough from its generating orbit, cheaper transfers to the halos in the Earth-Moon system can be obtained. The price to pay is the growth of the total time of transfer.

In addition, figure 4.9 shows a weak relation between the overall cost and the size of the final orbit. Indeed, both the tables 4.1 and 4.2 confirm that the growth of the out-of-plane amplitude increases, as a consequence, the total cost of the transfer.

4.3 Problem approach

From the analysis above, it is clear that the time of flight plays a key role for the transfers to the halo orbits in the Earth-Moon system. Hence, the problem has been formulated by removing the surface of section that fixes the time of flight. At the same time, the dimensions of the problem have been reduced by taking into account only one point, and its associated stable manifold, of the orbit at a time. So, if $x^i$ is a point on the halo orbit, its associated stable manifold, after a time equal to $\Delta t_W$, can be written as:

$$W^s, x^i = \Phi(x^i, \Delta t_W)$$  \hspace{1cm} (4.4)

and represent a point in the six-dimensional phase space to be targeted. Indeed, a L3BP arc is again used to link an Earth's orbit with this point. By this, the overall cost and time are defined respectively as in the equations 4.1 and 4.2.

By this formulation the time of the second leg of the trajectory, the one that lies on the stable manifold, $\Delta t_W$, can be easily shifted and cheaper transfers can be found.

As shown in figure 4.9, with the range of amplitudes assumed in the previous section, $A_z \in [1000, 8000 \ km]$, the two bounds represent extremum for the cost function. The costs relative to the intermediate orbits, indeed, is a function bounded by the costs associated to these two orbits. Known this, in the next section only the amplitudes equal to $A_z = 1000 \ km$ and $A_z = 8000 \ km$ will be considered for the sake of exposition.

4.4 Transfers trajectories to the $\textit{L1}$ halos

This section presents several solutions that have been found with the problem applied to the orbits around the $\textit{L1}$ point. For each point the solutions
are again subdivided into the ones for the $A_z = 1000 \ km$ case and for the $A_z = 8000 \ km$ case. Three different starting orbit have been assumed:

- LEO: a circular orbit with altitude $h = 200 \ km$ in order to consider the common parking orbits achieved from the launchers. Here, the transfer starts by using the spacecraft's thrusters;

- GTO: this is the high elliptical orbit that links the LEO and the GEO. The altitudes of the pericenter and the apocenter are respectively $h_p = 200 \ km$ and $h_a = 35841 \ km$. This orbit has been considered because several low-cost spacecrafts (e.g. SMART-1) are launched as secondary payloads and so put in GTO orbits;

- GEO: the common geostationary orbit with altitude\(^2\) $h = 35841 \ km$. Even if this situation is of less practical interest, it has been taken into account because the geostationary orbit represents an upper bound for the altitudes of almost all the Earth's orbit.

These starting Earth's orbits have been assumed with inclination, taken with respect to the orbital plane of the Moon, equal to zero. The extension to the other inclinations could be implemented in a further step.

The problem is highly non-linear and the structure of the search space is very irregular; hence a good algorithm is required to look for feasible solutions. The one developed here is a combination of a evolutionary algorithm [31] and a sequential quadratic programming. The former looks for global solutions that are later refined by the latter algorithm. Again in a future work the best algorithm suitable for this kind of problem could be established.

### 4.4.1 $A_z = 1000 \ km$ orbits

Table 4.3 summarizes the costs and times found for the transfer to the halos around $L1$ with amplitude $A_z = 1000 \ km$. Figure 4.10 shows a typical trajectory belonging to this family with a LEO as the starting orbit.

\(^2\)Sometimes there is a bit disagreement concerning the exact value of the altitude of a GEO. The one used in this study is equal to $h = 35841 \ km$. 
4.4 Transfers trajectories to the $L1$ halos

Figure 4.10: A typical transfer trajectory found for the transfer to the $A_z = 1000$ km $L1$ halo departing from the LEO. This trajectory requires a total cost equal to $\Delta v = 3104$ m/s and a time of flight $\Delta t = 553$ days.

<table>
<thead>
<tr>
<th></th>
<th>LEO</th>
<th>GTO</th>
<th>GEO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta v$ (m/s)</td>
<td>$\Delta t$ (days)</td>
<td>$\Delta v$ (m/s)</td>
<td>$\Delta t$ (days)</td>
</tr>
<tr>
<td>3103</td>
<td>52.7</td>
<td>936</td>
<td>52.7</td>
</tr>
<tr>
<td>3104</td>
<td>553.2</td>
<td>937</td>
<td>553.2</td>
</tr>
<tr>
<td>3111</td>
<td>63.6</td>
<td>944</td>
<td>63.6</td>
</tr>
<tr>
<td>3122</td>
<td>129.2</td>
<td>955</td>
<td>129.2</td>
</tr>
</tbody>
</table>

Table 4.3: Overall cost and time found for the transfers to the $L1$ halos with $A_z = 8000$ departing from the three given Earth's orbits.

4.4.2 $A_z = 8000$ km orbits

Table 4.4 and figure 4.11 summarize the features (costs and times) of the solution found for this second family. Figure 4.11 represents a "fast" solution,
Figure 4.11: A typical transfer trajectory found for the transfer to the $A_z = 8000 \text{ km}$ $L1$ halo departing from the GEO. This trajectory requires a total cost equal to $\Delta v = 1102 \text{ m/s}$ and a time of flight $\Delta t = 27.6 \text{ days}$.

requiring around 27 days, that links a geostationary orbits with a halo about $L1$. The trajectory is drawn in the usual synodic rotating system; if it is though as in the Earth-centered inertial frame, it is clear how, at the end of the second orbit, when it is at the apogee, the spacecraft does not return to the perigee but become captured by the Moon’s attraction and enters in the halo orbit.

<table>
<thead>
<tr>
<th></th>
<th>LEO</th>
<th>GTO</th>
<th>GEO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta v$ (m/s)</td>
<td>$\Delta t$ (days)</td>
<td>$\Delta v$ (m/s)</td>
<td>$\Delta t$ (days)</td>
</tr>
<tr>
<td>3169</td>
<td>124.9</td>
<td>1002</td>
<td>124.9</td>
</tr>
<tr>
<td>3181</td>
<td>253.9</td>
<td>1014</td>
<td>253.9</td>
</tr>
<tr>
<td>3199</td>
<td>47.1</td>
<td>1032</td>
<td>47.1</td>
</tr>
<tr>
<td>3214</td>
<td>88.6</td>
<td>1047</td>
<td>88.6</td>
</tr>
</tbody>
</table>

Table 4.4: Overall cost and time found for the transfers to the $L1$ halos with $A_z = 8000$ departing from the three given Earth’s orbits.
Figure 4.12: A typical transfer trajectory found for the transfer to the $A_z = 1000$ km L2 halo departing from the LEO. This trajectory requires a total cost equal to $\Delta v = 3119$ m/s and a time of flight $\Delta t = 77.4$ days. The spacecraft performs also a loop around the Moon before injecting in the final L2 halo.

4.5 Transfers trajectories to the L2 halos

4.5.1 $A_z = 1000$ km orbits

<table>
<thead>
<tr>
<th></th>
<th>LEO</th>
<th>GTO</th>
<th>GEO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta v$ (m/s)</td>
<td>$\Delta t$ (days)</td>
<td>$\Delta v$ (m/s)</td>
<td>$\Delta t$ (days)</td>
</tr>
<tr>
<td>3104</td>
<td>783.9</td>
<td>937</td>
<td>783.9</td>
</tr>
<tr>
<td>3119</td>
<td>77.4</td>
<td>952</td>
<td>77.4</td>
</tr>
<tr>
<td>3120</td>
<td>111.6</td>
<td>953</td>
<td>111.6</td>
</tr>
<tr>
<td>3127</td>
<td>99.9</td>
<td>960</td>
<td>99.9</td>
</tr>
</tbody>
</table>

Table 4.5: Overall cost and time found for the transfers to the L2 halos with $A_z = 1000$ departing from the three given Earth’s orbits.
4.5.2 $A_z = 8000 \ km$ orbits

![Graph showing trajectories](image)

Figure 4.13: A typical transfer trajectory found for the transfer to the $A_z = 8000 \ km$ L2 halo departing from the LEO. This trajectory requires a total cost equal to $\Delta v = 3551 \ m/s$ and a time of flight $\Delta t = 764 \ days$. The high time is due to the several Earth orbits performed by the spacecraft before it enters in the Moon’s region.

<table>
<thead>
<tr>
<th>LEO</th>
<th>GTO</th>
<th>GEO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta v \ (m/s)$</td>
<td>$\Delta t \ (days)$</td>
<td>$\Delta v \ (m/s)$</td>
</tr>
<tr>
<td>3154</td>
<td>255.1</td>
<td>987</td>
</tr>
<tr>
<td>3156</td>
<td>123.1</td>
<td>989</td>
</tr>
<tr>
<td>3193</td>
<td>905.6</td>
<td>1026</td>
</tr>
<tr>
<td>3203</td>
<td>42.8</td>
<td>1036</td>
</tr>
</tbody>
</table>

Table 4.6: Overall cost and time found for the transfers to the L2 halos with $A_z = 8000$ departing from the three given Earth’s orbits.
4.6 Earth-Moon libration point orbits: uses for future space missions

In this chapter a method has been developed to evaluate the cost and time required to transfer a spacecraft on orbits around libration points $L_1$ and $L_2$ in the Earth-Moon system. The method is based on the target of a piece of stable manifold associated to a point of the final orbit starting from a LEO, GTO or GEO. The intermediate arc assuring this link is the solution of a Lambert’s three-body problem formulated in section 2.7. Here follows a brief discussion about the obtained results, the applications for future space mission, the drawbacks and the implications, at system level, of these trajectories.

4.6.1 Comparison among the solutions

The results presented in the sections 4.4 and 4.5 have shown that a minimum cost around 3100 m/s is required to place a spacecraft into a $L_1$ halo orbit departing from a 200 km LEO. This cost reduces down to 930 m/s if the spacecraft leaves from a GTO with 200 km apogee altitude and to 1000 m/s if a GEO is the starting orbit. These results correspond to times of transfer between 40 and 800 days, but the authors suspect the existence of solutions
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Figure 4.14: $\Delta v$ vs $\Delta t$ trade-off for transfers to $L_1$ orbits with $A_z = 1000$ km and $A_z = 8000$ km. The transfers starting from the GTO turn out to be less expensive among the solutions found. Sometimes, transfers requiring high times do not involve low costs.
Figure 4.15: $\Delta v$ vs $\Delta t$ trade-off for transfers to L2 orbits with $A_z = 1000$ km and $A_z = 8000$ km. Again the transfers departing from GTO are the less expensive. Most of the solutions have low times and costs.

with the same costs and shorter times. In fact, some transfers requiring high times do not correspond to low-cost solutions.

Even if theoretically a transfer to L1 is cheaper\(^3\) than a transfer to L2, the results found in this frame indicate that on average the costs and times are comparable and can be assumed equal. Moreover, the dependence on the out-of-plane amplitude of the target orbit does not seem to be marked, so these costs refer to generic halos with $A_z$ less or equal than 8000 km.

Figures 4.14 and 4.15 show the trade-off schemes for a few solutions found in this work. It would be interesting, in future studies, to characterize the whole $\Delta v$ vs $\Delta t$ space and the structure of the pareto-fronts for transfers to libration point orbits.

The authors want to stress that a direct comparison between a Hohmann transfer to the libration points is forbidden since the equilibria are not defined in a two-body scheme. Nevertheless, the libration points describe circular orbits in the Earth-centered reference frame and so the cost to reach them can be calculated as a common transfer between two Keplerian Earth-centered orbits. For instance, the point L2 draws a circular orbit with radius 444000 km around the Earth. If the Hohmann transfer is calculated between the GTO and this circular orbit, the cost is equal to $\Delta v_H = 1950$ m/s that is more than twice the one obtained in this study!

\(^3\)This is due to the lower value of the Jacobi constant associated to L2 that corresponds to a higher energy level with respect to L1.
4.6.2 Uses for future space missions

This study demonstrates that halo orbits in the Earth-Moon system can be reached with reduced costs and reasonable times. This result evidences the high potential use of these points for future space missions. Indeed, it is remarkable how the performances associated with libration point orbits cannot be obtained with other Keplerian orbits since they offer the possibility to have a fixed configuration with respect to two primaries. So, all the missions requiring this constraint are potential libration point missions.

In the future, an automated sample return mission to the Moon seems to play a key role for the space activities of the next decades. The far side of the Moon has been located as the appropriate landing site for the samples collection. Thus, a direct communication with the Earth is forbidden for landers acting in this region. By this, a relay spacecraft in a $L_2$ halo orbit could assure an uninterrupted communication with the landers and the Earth exploiting the Farquhar’s concept described in section 4.1 (figure 4.1).

Two spacecrafts in both $L_1$ and $L_2$ can be used to assure the communication with the whole Moon surface and the Earth. This concept can be used also for a future manned base on the Moon. Moreover, the two spacecrafts could also monitor the surface of the Moon.

The libration point $L_1$ could be viewed as a gateway for the future interplanetary missions if the following sequence is considered:

- first, with low-costs, the spacecraft is sent in a translunar trajectory by starting from an Earth orbit. Here, when it reaches the stable manifold associated to $L_1$, it is forced to follow this subspace;

- on the stable manifold the spacecraft reaches the $L_1$ point and proceeds by following the unstable manifold associated to the same point;

- by a small manoeuvre, the spacecraft is forced to enter into the stable manifold associated to $L_2$ and then follow the unstable one in the exterior region;

- when the spacecraft is in the exterior region, the Earth-Moon $L_2$ unstable manifold intersects with the stable manifold associated to $L_1$ or $L_2$ points of the Sun-Earth system; so, again with a small manoeuvre, it could reach the two equilibrium points of the Sun-Earth system;

- once the spacecraft is around these points, far from the Earth, another manoeuvre could place in into an interplanetary trajectory toward both the inner or outer planets.
This last manoeuvre has great effects since it is applied in a region at the boundary of the Earth's sphere of influence and the saving in $\Delta v$ is due to the "soft" Earth escaping exploiting the Moon. This concept can be applied backward for the Earth return after an interplanetary journey. Anyway, these statements need to be assessed in future studies.

4.6.3 Drawbacks

The drawbacks associated to the trajectories proposed in this chapter are associated to the non-linear behavior of the three-body problem. Hence, even if the times are reasonable, the guidance on these trajectories is a delicate matter since small changes in the initial condition produce large deviation in the forward trajectory.

Moreover, these paths are defined in the Earth-Moon system where the primaries are assumed in circular orbits and "only" their two gravitational attractions are taken into account. By this, it is clear that the real trajectory requires a successive correction that takes into account the orbital eccentricities and the Sun perturbation. In a more refined step, the solar wind and the actions of other bodies may be considered too.

This refinement could establish the features involved with the launch windows that are expected not to be critical due to the short synodic period between an Earth orbit and the Moon.

4.6.4 Considerations at system level

Since the presented trajectory requires mid-times of transfer and since the authors believe that shorter solution exists, the subsystems of a potential spacecraft do not presents particular differences from the usual Earth-centered spacecrafts.

Anyway, spacecrafts in orbits about the libration points in Earth-Moon system must hold their nominal orbit for a long period. So, the propulsion subsystem must provide for an additional propellant mass fraction because of the costs associated to the stationkeeping. It has been estimated that a cost around 100 $m/s/year$ is enough to overcome the solar perturbation that breaks the periodicity of the orbits.

The guidance, navigation and control system requires accurate instrumentations in order to know the exact position of the spacecraft and calculate how exactly the spacecraft is following the nominal trajectory.

The thermal, attitude and communication subsystem do not require particular constraints associated with these trajectories. The power generation
may be provided by solar arrays and batteries with a high number of cycles if the spacecraft have to remain in orbit for a long time.
Chapter 5

Low-Energy Interplanetary Transfers Using Libration Points

This chapter studies the feasibility of interplanetary transfers that make use of the R3BP dynamics and libration points. Although the method developed in this chapter can be applied to any body-to-body transfer, the results presented here involve only transfers of practical interest (i.e. with relative short times of transfer).

Apart from a pair of lunar transfers that will be cited in the next chapter (Hiten and SMART-1), no missions are planned in order to validate this concept for interplanetary missions. This has produced a lack of works dealing with this topic, so in the state of the art only a few works, known to the authors, are presented. Then, the approach that allows to link two celestial bodies using a R3BP dynamics will be shown. Finally, the outcome of this work will be presented together with some considerations about the drawbacks and the uses of these trajectories.

5.1 State of the art analysis

The patching conic method represents the classical technique adopted for the preliminary analysis of interplanetary transfers. This method is based on the idea of joining together conic arcs, defined in different reference frames, in order to obtain a complete trajectory [3]. This method takes into account only one gravitational attraction at a time, solving, in this way, a number of two-body problems. Furthermore, when used as a first guess solution in more refined models, a patched-conics trajectory, due to the intrinsic approxima-
Figure 5.1: The Jupiter-Saturn low-energy transfer found by Lo and Ross [46].

tions introduced in its formulation, forces the energy to high levels\(^1\).

Recently, several studies, undertaken in generic n-body systems, are showing that it is possible to lower the cost of the transfers by involving more than one gravitational attraction in the model used to design the trajectory. Apart from the reduced cost of the transfer, these techniques produced refined trajectories that can be used as good initial guesses in more complex models [49].

Lo and Ross [46] studied the complex structure provided by the invariant manifolds associated to both the libration points \(L1\) and \(L2\) and the periodic orbits around them. This analysis was carried out in the R3BP\(s\) with primaries the Sun and an outer planet and the full four body problem was split into two coupled R3BPs. They found that low-energy transfers can be

\(^1\)For instance, the concept of sphere of influence that the patched conics method introduces, involves the trajectory to rapidly cross the regions at the boundary of the spheres in order to assure a good level of approximation. By this, the spacecraft is induced to have high relative velocities and so high energy levels.
5.1 State of the art analysis
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Figure 5.2: An interplanetary WSB trajectory over a four-body scheme [11].

obtained if the manifolds intersect in the configuration space. Here, a small \( \Delta V \) performs the step from one manifold to another and the spacecraft is captured by the arrival planet. Figure 5.1 shows a Jupiter-Saturn transfer obtained by linking the unstable manifold of the Sun-Jupiter \( L2 \) and the stable manifold of the Sun-Saturn \( L1 \). The intermediate impulse is \( \Delta V = 980 \, \text{m/s} \) and the time of transfer is \( \Delta t = 13.6 \, \text{years} \). The Hohmann transfer between the same planets require a \( \Delta V = 2700 \, \text{m/s} \) and \( \Delta t = 9.9 \, \text{years} \) [46].

This work was performed assuming the planar R3BPs where, since the Jacobi constant is three dimensional, the manifolds associated to the orbits separate different regimes of motion. Later, Gómez et al [28] extended these results to the spatial (3D) problem and showed that the invariant manifolds associated to the periodic orbits still act as separatrices for two types of motion: orbits inside the invariant manifolds "tubes" are transit orbits and those outside the tubes are non-transit orbits (see section 1.4.2 and figure 1.7). Moreover, they developed a numerical algorithm for constructing orbits with any prescribed finite itinerary and applied this method for a tour of the Jupiter’s moons.

In order to explain the basics of the Moon’s capture in a WSB lunar transfer (see section 6.1), Lo and Ross [47] observed that the invariant manifold of the Earth-Moon \( L2 \) is strictly connected with those associated to \( L1 \) and \( L2 \) in the Sun-Earth system. Thus, they proposed a lunar \( L1 \) gateway for future interplanetary missions.

Castillo et al [11], under ESA contract, studied the feasibility of WSB interplanetary trajectories to both inner and outer planets. They noted that
in the case of inner planets, the WSB trajectories neither improve the performances ($\Delta V$) of the transfers nor give any flexibility in the choice of the final orbit about the arrival planet. This is due to the lack of moons about these planets that forbids to fly over a four-body dynamics, which gives the possibility to save propellant mass as in the case of the Sun-Earth-Moon system. For giant planets, the presence of moons (figure 5.2) allows the WSB trajectories to give a wide flexibility in the final orbit but again the saving in propellant mass fraction is negligible.

Topputo [70] proposed a method to compute low-energy interplanetary transfers among inner planets where a two-body conic arc links the non-intersecting manifolds. Later, Topputo et al [71] developed this concept from an optimization point of view. Finally, Lo et al [49] have recently undertaken a series of studies aimed to demonstrate a strict relation between the invariant manifolds and low-thrust trajectories.

5.1.1 Motivations for further studies

The patched-conics method is the only technique used for the analysis of the interplanetary paths of the past space missions. Since the space activity begun, this tool has been adopted from the designers because it involves analytical (i.e. conic) formulation of the full trajectory, even if a number of planets are encountered. Moreover, in this latter case, the hyperbolic swing-by trajectories allow a reduction of the overall cost of the mission.

Nevertheless, the matter is that spacecrafts travelling in the solar system are not included in a multiple two-body environment at a time, but they feel several gravitational attractions all acting simultaneously. Thus, sometimes the patched-conics trajectory represents the consequence of a "rough" representation of the full solar system dynamics. This aspect involves high energy levels associated to these transfers in order to overcome this approximation; the spheres of influences, that are the regions where the approximation is more critical, must be crossed rapidly to have accurate solutions and these high velocities turn out in high energy levels. By the patching-conics technique, the elevated $\Delta v$ involves a reduction of the mass of the payload since an high fraction is required by the propellant needed to assure the total velocity change.

This chapter considers the possibility to lower the cost of the transfers by exploiting the gravitational attractions within the solar system. It is known that this technique involves high times of transfer that sometimes lead to unfeasible solutions. Hence, here the interest is focused on transfers of practical interest (i.e. "low" times of transfer) that are achievable among inner planets.
5.1.2 Space applications

The transfers analyzed in this chapter are those passing through the libration points of several Sun-Planet systems and then ballistically captured by the arrival planet\textsuperscript{2}. It is clear that they involve all the missions that do not have any particular constraint on the time of flight.

As an example, a cargo mission to Mars or Venus, with the aim to bring several payloads and instruments on these planets, useful for future man activities, must have reduced costs in order to maximize these masses. An interplanetary and impact trajectory with these planets can be easily achieved by passing through the libration points of the Sun-Mars or Sun-Venus system.

Moreover, these trajectories are useful also to orbit one of the inner planets, as the common interplanetary missions do. As will be shown later in the chapter, unstable captured or stable Keplerian orbits can be obtained by adding small costs on the transfer trajectory.

Finally, by the technique of the manifolds, the transport of the "material" (i.e. comets, asteroids, NEOs, ...) within the solar system can be easily explained and estimated.

5.2 Problem formulation

The problem is formulated with the use of the planar R3BP. This choice lowers the dimensions of the problem and allows the establishment of transit trajectories with the use of only one Poincaré section (see figure 1.7). Anyway, the final transfer is full 3D since an analytical ephemeris model [16] has been adopted.

Let $a$ and $b$ be respectively the generic departure and arrival planets and, without any loss of generality, let $a$ be inner to $b$. The following description can be easily implemented for the opposite case only by exchanging $L1$ with $L2$ and vice versa. Let $A_{x,a}$ and $A_{x,b}$ be respectively the semi-amplitudes of two Lyapunov orbits, one around $L2$ in the Sun-$a$ system and the other around $L1$ in the Sun-$b$ system. In order to obtain the best intersection between the manifolds associated to these orbits, the sidereal plane (section 1.1) has been introduced.

On this plane, as shown in figure 5.3, $W^{\text{ext}}_{L2,p.o.} (\text{Sun-}a \text{ system})$ and $W^{\text{int}}_{L1,p.o.} (\text{Sun-}b \text{ system})$ are computed, both previous obtained in the respective synodic frames. The superscripts $\text{ext}$ and $\text{int}$ means respectively that only the exterior and interior branch of the manifolds have to be computed (see equation 1.23). Propagations stop when manifolds develop respectively for an

\textsuperscript{2}With an abuse of language, sometimes they are called WSB transfers.
angle of $\theta_a$ and $\theta_b$, when angles measurement starts from the corresponding planet (figure 5.3). This stopping condition is easy to obtain when manifolds are described in polar coordinates $(r, \theta)$ instead of the rectangular ones. Using $\theta$ as a parameter, indeed, the surface of section can be easily shifted by varying its value and a sort of fluctuant section can be obtained.

Let $\gamma_a = \gamma_a(r, \dot{r})$ be the curve produced by the section of $W_{L2,p.o.}^{u, ext}$ corresponding to the angle $\theta = \theta_a$ and $\gamma_b = \gamma_b(r, \dot{r})$ the section of $W_{L2,p.o.}^{s, int}$ when $\theta = \theta_b$. Now, points within these curves, intended in the four dimensional phase space, correspond to the transit trajectories, discussed in section 1.4.2, that approach the planet by passing through the small neck allowed by the forbidden regions (figure 5.4).

Once a transit orbit is built and propagated, it can be translated in the 3D ecliptic frame by taking into account the real eccentricity and inclination of planetary orbits given by the ephemeris model. Figure 5.5 represents the trajectory in the 3D absolute sun-centered reference frame.

From figure 5.5, it is clear that now the problem has become the link of
5.2 Problem formulation

Figure 5.4: Departure (left) arrival (right) transit trajectories within the invariant manifolds tubes for the Earth-Jupiter case.

$A$ and $B$ that are the terminal points of the two trajectories. These links have been done by using a two-body Lambert’s arc. Hence, the full four-body problem is split into two R3BP (at departure and arrival) and an intermediate 2BP that assures the connection of the manifolds. This technique represents an extension of the one proposed by Lo and Ross (section 5.1) and overcomes the problem of non-intersecting manifolds.

Two intermediate deep space maneuvers, called $\Delta v_1$ and $\Delta v_2$ are then required to realize the link of the conic arc in the phase space with the stable

Figure 5.5: Transit trajectories in the Sun-centered inertial frame.
and unstable transit trajectories. The total $\Delta v$ associated to the conic link can be tuned changing the dimensions of the source periodic orbits with a consequent change of the energy associated to the transit orbits.

### 5.3 Results for the multi-burn case

Here the *patching manifold approach* described in the previous section is applied to the design of some representative transfers from the Earth to Venus, Mars and Jupiter. The results are compared in terms of total $\Delta v$ and time of flight $\Delta t$ to the corresponding classical Hohmann transfers. The problem has been solved considering three different cases:

- a powered capture into a circular orbit around the target planet (*circularized trajectory*);

- a slightly perturbed trajectory near the target planet that closes the Hill’s curve and remains captured (*permanent captured trajectory*);

- a pure ballistically captured trajectory. In this case the capture is allowed only for a finite time (*free captured trajectory*).

In the first case one additional maneuver, $\Delta v_e$, must be considered. In particular in the following, $\Delta v_s$ and $\Delta v_e$ indicate respectively the cost necessary to depart from a circular orbit of radius $r_s$ around planet $a$ and the cost for the insertion into a circular orbit of radius $r_e$ around planet $b$. The values $r_s$ and $r_e$ are not imposed a priori but computed simply propagating forward and backward in time the starting and arriving legs of the transfer, which are uniquely specified by the Poincaré section, and taking the closest point to the corresponding planet. The costs of the multi-burn and of the Hohmann transfers are then calculated as the total $\Delta v$ necessary to transfer the spacecraft between the two circular orbits of radius $r_s$ and $r_e$.

Finding a solution with the problem formulated above is a very difficult task. This is due to the high non-linearities influencing the R3BP involved and to some parameters, as the two amplitudes of the periodic orbits, that play a key role. Thus, the solution of interplanetary transfers passing through libration points requires a more detailed study and a more refined approach. Here, in order to validate the proposed concept, only few solutions will be shown because the computational time required to this problem is extremely high.

The performances of these trajectories will be compared with the classical bicircular Hohmann transfer, between the two orbits $r_s$ and $r_e$, with cost $\Delta v_H$ and a time of transfer equal to $\Delta t_H$. 

---
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5.3 Results for the multi-burn case

Figure 5.6: Earth-to-Venus direct transfer. The Sun-Earth L1 unstable manifold (red) is linked with the Sun-Venus L2 stable manifold (blue) by the intermediate conic arc (green).

5.3.1 Earth to Venus direct transfers

Table 5.1 summarizes the options found for the Earth-Venus transfer. These solutions require a cost that is less than the Hohmann transfers and the time of flight is almost three times. The full interplanetary trajectory is shown in figure 5.6 where the first deep space maneuver is performed after 180 deg to decrease the altitude of the aphelion down to the terminal point of the stable

<table>
<thead>
<tr>
<th>Departure (MJD)</th>
<th>$\Delta v$ (m/s)</th>
<th>$\Delta t$ (days)</th>
<th>$\Delta v_H$ (m/s)</th>
<th>$\Delta t_H$ (days)</th>
<th>$r_s$ (km)</th>
<th>$r_e$ (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2504</td>
<td>4126</td>
<td>448</td>
<td>5105</td>
<td>145</td>
<td>225630</td>
<td>349480</td>
</tr>
<tr>
<td>3650</td>
<td>4245</td>
<td>483</td>
<td>4845</td>
<td>145</td>
<td>175045</td>
<td>282766</td>
</tr>
<tr>
<td>5809</td>
<td>4109</td>
<td>780</td>
<td>5140</td>
<td>145</td>
<td>568140</td>
<td>188880</td>
</tr>
</tbody>
</table>

Table 5.1: Parameters of the Earth-to-Venus transfers.
manifold of the Venus-Sun system. A second burn is required to insert the spacecraft into the transit orbit reaching Venus and a final burn injects the spacecraft in the circular orbit around Venus.

Figure 5.7 shows the three different option allowed at Venus arrival. For instance, the cost corresponding to the solution in the second row of table 5.1 can be lowered down to \( \Delta v_{\text{cap}} = 4149 \, \text{m/s} \) if the spacecraft is put in a permanent captured trajectory. This condition is obtained by reaching the value of the Jacobi constant \( C_1 \) that close the Hill’s curves. If the trajectory is left free to evolve, the total cost is further less \( \Delta v_f = 4085 \, \text{m/s} \) but the time around Venus reduces to \( \Delta t_f = 116 \, \text{days} \).

### 5.3.2 Earth to Mars direct transfers

For the Earth-Mars case, two solutions are illustrated in table 5.2. The first leads to a transfer cheaper than the Hohmann one with again a time of transfer almost three times longer. The second solution has a total cost higher than the Hohmann; but this solution have been intentionally showed to demonstrate that if permanent capture trajectories are considered, the
Figure 5.8: Earth-to-Mars direct transfer. The Sun-Earth \( L2 \) unstable manifold (red) is linked with the Sun-Mars \( L1 \) stable manifold (blue) by using the intermediate Lambert’s arc (green).

The final cost turns out to be cheaper anyway. Indeed, in this case the total cost required to have the unstable captured trajectory, dotted in figure 5.9, is equal to \( \Delta v_{\text{cap}} = 4731 \text{ m/s} \) that is almost 400 m/s less than the one associated to the Hohmann transfer.

Figure 5.8 shows the full interplanetary path that is again obtained by joining with the Lambert’s arc (green) the unstable departure (red) and the stable arrival trajectories (blue). The three options at Mars arrival are in figure 5.9 where the low circular Mars orbit \( (r_e = 34830 \text{ km}) \), the permanent

<table>
<thead>
<tr>
<th>Departure (MJD)</th>
<th>( \Delta v ) (m/s)</th>
<th>( \Delta t ) (days)</th>
<th>( \Delta v_H ) (m/s)</th>
<th>( \Delta t_H ) (days)</th>
<th>( r_s ) (km)</th>
<th>( r_e ) (km)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3327</td>
<td>3702</td>
<td>860</td>
<td>4566</td>
<td>246</td>
<td>380090</td>
<td>34830</td>
</tr>
<tr>
<td>3365</td>
<td>5469</td>
<td>844</td>
<td>5142</td>
<td>258</td>
<td>48000</td>
<td>202000</td>
</tr>
</tbody>
</table>

Table 5.2: Parameters of the Earth-to-Mars transfers.
Figure 5.9: Options for the injections around Mars: free captured trajectory (dashed), permanent captured trajectory (dotted) and circularized trajectory (solid).

captured and the free captured trajectories have been shown.

Finally, the reader has to observe that a small error is introduced when the Sun-Mars problem is considered. The Mars orbits, in fact, has an eccentricity equal to $e = 0.093$ while the eccentricities of the Earth and Venus are respectively $e = 0.017$ and $e = 0.007$. So, when the Sun-Mars system is analyzed from the circular R3BP point of view, the Mars orbit is forced to be circular and the final parameters (lengths, time, velocities) contain a small error since the equations of motion (equations 1.6) are dimensionless with respect to these quantities.

### 5.3.3 Earth to Jupiter direct transfers

One solution is presented for the transfer trajectory to Jupiter with its terminal leg illustrated in figure 5.10. In this case only the permanent captured option has been considered since the circularized orbits are quite expensive. The total cost is $\Delta v = 11732 \, m/s$ and the time of transfer is $\Delta t = 3868 \, days$. This transfer is clearly unfeasible due to its long time, but the attention is again pointed out on the reduced cost with respect to the Hohmann transfer
that is $\Delta v_H = 12321\, m/s$ and has a time of flight equal to $\Delta t_H = 940\, days$ (again one third of the time achieved with the patching-manifolds method).

## 5.4 Interplanetary transfers through libration points: uses for future space missions

The solutions found in this frame have shown that it is possible to reach Venus, Mars and Jupiter by following the stable and unstable manifolds associated to the Sun-Planet systems. Nevertheless, these trajectories have great implications at all the mission levels. Here, some discussions are made according to the authors’ point of view.

### 5.4.1 Remarks and comparison among other techniques

The patching conics method has proven to be a powerful tool to the design of interplanetary trajectories since it involves an analytical formulation that is the exact solution of the two-body problem. When these conics are assumed as first guess solutions for interplanetary transfers, they provide accurate results also in a full n-body problem. This result occurs since the formulation
of a patched conics trajectory implicitly involves high energy levels and high velocities at the boundaries of the spheres of influence.

When these velocities reduce, and so the energy level do, other phenomena, as the ballistic capture, can be appreciated when more than one gravitational attraction acts on the spacecraft. If a trajectory is designed with these principles, the total cost may be reduced if compared with a patched conic path.

In this chapter, the possibility to design interplanetary transfers, with orbits defined in a three-body system, has been evaluated. Three planets (Venus, Mars and Jupiter) have been considered as the targets for these interplanetary missions. Mercury is not taken into account in this study since its orbit cannot be approximated as circular and so it does not respect the hypothesis of the restricted problem. The outer planets have been discarded since the transfer time grows with the period of the target planets. Thus, their assumption would have led to really unfeasible solutions.

In the sections above, solutions found from the Earth-Venus and Earth-Mars transfer have demonstrated that these planets could be reached with a reduced cost. In particular, a transfer to Venus, when compared with the same starting and arrival orbits around the Earth and Venus, costs around 1000 \( \text{m/s} \) less than a Hohmann transfer. But, the time of transfer raises up to three times than the Hohmann one: the best solution requires around 450 \( \text{days} \) to reach Venus.

The costs associated to a transfer to Mars by exploiting the invariant manifolds trajectories are again less than the Hohmann costs. The best solution requires a cost that is around 800 \( \text{m/s} \) less than the Hohmann transfer and the time of flight here is about 850 \( \text{days} \). Nevertheless, the authors want to point out that the solutions found in the Sun-Mars system are affected by a small error due to the eccentricity of the Mars’ orbit \( (e = 0.09) \) that is not totally negligible.

The solution showed for the Jupiter transfer is clearly unrealistic since it requires more than 3800 \( \text{days} \) to reach Jupiter and the saving is only about 600 \( \text{m/s} \). By this, the authors believe that this technique is not employable for a transfer to Jupiter because these high times repeat in any solution found in this study. But, this solution has been intentionally showed since it demonstrates the powerful of a captured trajectory in the Sun-Jupiter case (see figure 5.10).

Hence, the following discussions concern only the two cases of "practical" interest: a transfer to Venus and a transfer to Mars.

The costs associated with these two missions can be further reduced if the spacecraft is placed in unstable permanent captured trajectories around the arrival planet. This saving can be in the range 100 ÷ 300 \( \text{m/s} \) depending on
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the altitude, over the target planet, of the manoeuvre that closes the Hill's curves.

By this discussion it follows that the most important problem associated to the trajectories through the libration points is the high transfer time. In other words, all the saving in $\Delta v$ is payed in $\Delta t$. So, if the cost reduces to levels that require $15\div20\%$ less than the Hohmann transfer, the time of flight has a variation equal to $300\%$ than the Hohmann time.

Between Venus and Mars, the results seems to be better for the transfers to Venus since in this case the times are reasonable and the saving is more advantageous.

5.4.2 Uses for future space missions

The uses of such trajectories for future space applications concern all the missions requiring a maximization of the payload mass without any restriction on the transfer time; meaning for transfer time a period of one and half year to reach Venus and more than two years to reach Mars.

It is obvious that the future missions following these interplanetary paths will not be manned missions because of the strong constraint on the time of transfers due to the slow dynamics. These high times could not represent a problem for the future long-time projects aimed to explore the two planets considered.

As an example, the construction of a future base on Mars will require many preparatory cargo missions with the purpose to bring as much payload as possible on the Red planet. Or, a manned journey on Mars will require preparatory cargo missions in order to send instrumentations useful for the \textit{in-situ utilization resources} to allow the man survival against those hostile conditions. These examples of cargo missions can be done by following interplanetary trajectories through libration points. The only request is that the trip must be two years long.

Since these trajectories are not only orbiting paths, but also impact paths with the planets, the technique showed in this chapter could be useful to design automated missions, such as the Mars sample return, that require a landing on the target planet. This application is very energy expensive since it requires a take-off phase from Mars that involves a lot of propellant mass. Thus, the interplanetary transfer cost may be reduced by following the developed three-body trajectories.

Other than missions on the surface of the planet, these trajectory may be applied also to orbit the target planet. It has been shown, indeed, that the final orbits can be either Keplerian or unstable captured trajectories around the planet. In the latter case the cost further reduces and, theoretically,
the spacecraft will remain permanently around the planet. These unstable trajectories are similar to high elliptic (figure 5.9) or circular orbits (figure 5.7 and 5.10). So, if the instrumentations and payload on the spacecraft do not require stable orbits around the planet (i.e. fixed distance, constant apocenter and pericenter distance, . . . ), the unstable captured trajectories may be used to reduce the total cost of the mission.

Another future application for the three-body interplanetary trajectories concerns the multi-moon tours. If the manifolds are computed in the Planet-Moon systems, indeed, they intersect each other and this intersection allows a direct transfer between the two coupled R3BPs, that is without the intermediate conic arc. This leads to great savings in $\Delta v$ and, at the same time, with reasonable times of transfer. By this technique, a tour of the Jovian moons [42] and transfers among the moons of Uranus [71] have been studied. Nevertheless, even if the visits of several moons could be designed by the invariant manifolds technique, the question of how two reach the giant planets remains a patched conics problem.

Finally, an interesting application of the invariant manifolds technique involves the prediction of the motion of space "objects" (comet and asteroids) subject to a chaotic dynamics. Here the authors refer to the Near Earth Objects (NEOs) that can be viewed in the R3BP frame with the Sun and the Earth as primaries.

### 5.4.3 Drawbacks

The most important drawback of the interplanetary trajectories through libration points is the transfer time. As discussed above, it affects the uses of these trajectories. So, high times means, for instance, high reliability of the whole spacecraft, and so the risk of failures increases. But high times involve also high operational costs and this directly reflects into economical costs.

Another important drawback is represented by the launch windows. In fact, since the full interplanetary path is made of three different legs, when the starting date is slightly changed, it is difficult to reproduce the performances of the nominal path. Sometimes this leads to unfeasible high-cost solutions due to the high non-linearities of the manifold legs. This statement is confirmed by numerical experiments carried out within the developed model.

Due to these high non-linearities, another important weak feature of these trajectories becomes evident: the designed paths must pass through the Hill's region to approach the planet. A two-body interplanetary trajectory is designed with so an elevated energy level that the forbidden regions vanish and small corrections allow the planet approach. The invariant manifolds within the three-body problem are low-energy trajectories and so the for-
bidded regions appears. Now, since the spacecraft has to follow a transit trajectory through the small neck allowed (see figure 5.7), it is evident that small changes in the trajectory implies the loss of the transit property and so the planet could not be reached so long. Also this aspect is confirmed with numerical experiments.

Finally, it is clear that these trajectories are weak with respect to the perturbations of the other bodies and this statement requires again the comparison with a two-body trajectory. In fact, a conic trajectory taken as a first guess solution in a refined model does not require great corrections. On the contrary, the authors expect that a patched manifolds trajectory requires robust algorithms for its correction under other gravitational attractions and perturbations (i.e. solar wind). Moreover, other effects, as the orbital eccentricity of the planets, are not included into the model and need to be corrected.

5.4.4 Considerations at system level

The subsystems of a potential spacecraft using these trajectories are again conditioned by the high times and by the features of these trajectories.

The guidance, navigation and control system will require sophisticated instrumentations and robust algorithms in order to follow the nominal designed paths. By the authors point of view, this instrumentation is not yet available nowadays.

The power generation could be done by using the common solar arrays since for Mars and Venus this is expected to be the best solution. Nevertheless, due to the high times, the degradation of the arrays must be kept in mind and, concerning the batteries, an elevated number of cycles will be needed.

The propulsion is chemical and, due to the multi-burning technique, liquid restartable engines will be necessary. The thermal, communication and attitude subsystems do not present particular differences with respect to the same subsystems of an interplanetary spacecraft designed with the classical method. Finally, the authors want to point out that the reliability of these components is important since the whole mission depends on them.
Chapter 6

Low-Energy Lunar Transfers
Using Libration Points

The possibility to have low-energy transfers to the Moon is presented in this chapter. These transfers are different from the usual conic paths to the Moon since they are defined in the R3BP model. They differ also from the WSB transfers since the approach undertaken here aims to directly (through L1) reach the Moon by targeting a point on the interior L1 stable manifold.

This chapter starts with a detailed analysis of the state of the art with a special emphasis on the WSB and targeting methods. Then, the necessity to compute new trajectories to the Moon lead to the this new approach. In the end the results are presented with several discussions on the uses of these trajectories for future space missions.

6.1 State of the art analysis

The Hohmann transfer represents the classical technique adopted to go to the Moon. Typically, a Hohmann transfer takes only a few days, depending on the altitude of the initial parking orbit. It requires two large rocket thrusts, one parallel to the motion to leave the Earth and the other anti-parallel to the motion to capture the probe around the Moon. The size of these burns, measured by the velocity boost $\Delta V$, depends again on the altitudes of the Earth and Moon orbits [3]. For instance, the cost required to go from a circular Earth parking orbit of altitude $h_E = 167 \text{ km}$ to a circular orbit around the Moon with height $h_M = 100 \text{ km}$ is almost $\Delta V = 4000 \text{ m/s}$ and the time of flight is around $\Delta t = 5 \text{ days}$ [4]. As for the interplanetary transfers, discussed in the previous chapter, the full Hohmann path is obtained again by patching together two different two-body problems (the Earth-Spacecraft at
departure and the Moon-Spacecraft at arrival) and only one gravitational attraction is taken into account at each leg. The nature of this transfer involves a hyperbolic excess velocity relative to the Moon which determines the $\Delta V$ required to put the spacecraft into an orbit about the Moon. Among the conic trajectories, there are also the bi-parabolic and the bi-elliptic transfers, but the former has almost the same total $\Delta V$ as the Hohmann transfer, while the latter has a higher cost. Both these two transfers require a time that is longer than the Hohmann one.

In order to reduce the cost associated to the Hohmann transfers, in the past several authors have approached this problem from a different point of view. Since the two-body nature involves only conic trajectories, the idea has been to wide the dynamical model and involve two or more gravitational attractions simultaneously acting upon the spacecraft. In this way, several techniques have been developed to analyze the low-energy ballistic transfers to the moon.

First, D’Amario and Edelbaum [15] developed a method to find optimal impulse transfers in the circular restricted three-body problem (i.e. the natural extension of the two-body problem). This technique was based on the combination of a multiconic method with the primer vector theory and an accelerated gradient method of trajectory optimization. The important feature of their algorithm was that, thanks to the multiconic approximation, both the state transition matrix and the primer vector were found analytically without additional integrations or differentiations. As mentioned in section 4.1, this method was applied to the determination of optimal two and three-impulse transfers between the Earth-Moon $L_2$ and circular orbits about the Moon.

Then, based on the previous study, the work of Pu and Edelbaum [56] was aimed again to find two and three optimal impulse trajectories but in a Sun-Earth-Moon environment where the three bodies all had a significant influence on the motion of the spacecraft. Also in this case the state transition matrix was calculated analytically. They applied this technique to analyze trajectories between the Earth and the $L_1$ libration point.

One decade later, exploiting the intrinsic nature of the same model, Belbruno and Miller [4] described a method to obtain Earth-to-Moon transfer trajectories with no hyperbolic excess velocity at Moon arrival. The so called Belbruno-Miller trajectories were the first to demonstrate that a celestial body could capture another body with negligible mass. Nevertheless, this capture was unstable and required another amount of energy to be stabilized. Their technique was based on the concept of weak stability boundaries (WSB) that are regions in the phase space where the gravitational attractions of the Sun, Earth and Moon tend to balance.
The idea, briefly described here, was to leave from a given point near the Earth and fly-by the Moon to gain enough energy to go at a distance of approximately four Earth-Moon distances from the Earth \((1.5 \cdot 10^6 \text{ km})\). In this region, due to the high sensitivity to initial conditions, resulting in chaotic dynamics, small changes make large deviations in the motion of the spacecraft. So, a small amount of energy \(\Delta V\) was used to put the spacecraft into a ballistic lunar capture trajectory that led to an unstable ellipse. Here, another maneuver was performed to put the spacecraft into a lunar circular orbit (figure 6.1). The new technique showed to be more economical than the Hohmann transfer although time of flight was more than ten times longer. For instance, a WSB transfer between the two circular orbits mentioned above \((h_E = 167 \text{ km and } h_M = 100 \text{ km})\) has a total cost of \(\Delta V = 3838 \text{ m/s}\) that is 153 \text{ m/s} less than the Hohmann transfer. This is not a substantial saving
when the $\Delta V$ is translated into the propellant mass fraction $\Delta m_p$ through the rocket equation. This small difference, together with the high transfer times, led to consider the WSB trajectories as useful only for recovery or emergency conditions. Indeed, this technique was successfully used to save the Hiten spacecraft [80] which reached the Moon after a launch failure.

After the discovery of these alternative trajectories, several studies were undertaken in order to analyze the WSB transfers from an optimization point of view. In these works, the purpose was to further reduce the cost associated with the WSB lunar transfers. But, the chaotic dynamics characterizing these trajectories did not allow the use of a deterministic approach (e.g. a gradient method) to this problem.

Biesbroek [8] studied the WSB transfers, from a dedicated GTO Earth orbit to a dedicated Moon orbit, by applying an optimization method based on genetic algorithms. He analyzed the possibility to use a WSB transfer trajectory for the LunarSat mission after that a trade-off study carried out by Seefelder [64] showed the feasibility of a lunar mission departing from a GTO\textsuperscript{1}. Biesbroek found that such a global approach is very suitable with highly non-linear problems like the WSB transfer to the Moon where small changes in the parameters cause great difference in the final trajectory and performances. The total cost associated with these transfers, computed in a 30 days launch window, was between 1170 m/s and 1325 m/s.

Another study based on a global optimization approach was performed, in a previous ESA contract, by Bellò Mora et al [7]. They developed a software tool for constructing WSB transfer to the Moon using a systematic approach [6]. They first observed a link between the Belbruno-Miller trajectories and the R3BP: the Earth-Sun WSB region, located at almost four Earth-Moon distances from the Earth, is around the zero velocity curve connecting the two libration points $L_1$ and $L_2$ in the Sun-Earth system. Furthermore, the passage through this region guides the spacecraft to a dynamical state close to the zero velocity curves of the Earth-Moon system. This means that with a WSB trajectory the minimum possible energy needed to reach the Moon from outside and the limiting state that allows the capture corresponds to the Jacobi constant value $C_2$ (that is the Jacobi constant evaluated in the point $L_2$ of the Earth-Moon system). Thus, a WSB transfer can be viewed as a Sun-Earth-Spacecraft and an Earth-Moon-Spacecraft problem, that are two coupled R3BPs. The authors studied both transfers from LEOs and from GTOs and they found approximately the same results as in Belbruno and Biesbroek.

\textsuperscript{1}This is an important result since no lunar mission has been executed using a GTO as the initial orbit
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Figure 6.2: The explanation of the capture mechanism provided by Koon et al [44].

Vasile and Finzi [74] proposed a hybrid technique to optimize WSB transfers using a combination of a heuristic and a deterministic method. A modified evolutionary program was employed to assure a first guess condition to a gradient based algorithm. This work showed that WSB transfers make easily accessible some orbits, such as high eccentric polar orbits about the Moon, with reduced cost.

All the previous works were aimed to analyze the performances and the applicability of the WSB transfers from a numerical and an optimization standpoint, but they did not treat the nature of the capture that is the most important dynamical feature of a WSB trajectory. On the contrary, Koon et al [44] gave a deep explanation, based on the dynamical system theory, of the Moon’s capture mechanism found from Belbruno. Using two coupled planar circular R3BP, they showed that the full WSB trajectory could be separated into two "deterministic" legs: the first was a piece of the unstable manifold of a L2 Lyapunov orbit in the Sun-Earth system, while the second, the one that allows the Moon’s capture, was a leg of the stable manifold associated to a L2 Lyapunov orbit in the Earth-Moon system (figure 6.2). When these two manifolds intersect in the configuration space, a small $\Delta V$ performs the step from the first manifold to the second. An approximated value of this cost can be found by analyzing the Poincaré sections of the two manifolds. Beyond this case, with such approach Koon et al provided an additional structure of the phase space and characterized different regimes of motion in the region near the libration points L1 and L2.

The studies above deal with the problem to transfer a spacecraft from an Earth parking orbit to an orbit about the Moon by taking into account the gravitational attraction of the Sun, Earth and Moon. In a WSB trajectory, the action of the Sun is relevant because, during the transfer, the spacecraft
is far from the Moon and the Earth. Moreover, the Moon is approached from the exterior region of an Earth-Moon problem (figure 6.2).

Looking for a direct Earth-to-Moon transfer, the Earth-Moon-Spacecraft circular R3BP may be considered as the model for the trajectory design. Such an approximate system is very useful for the preliminary analysis of the trajectory that is later refined through more precise models which include effects like the eccentricity, the Sun and other planets, the solar wind, etc. Thus, the mission analyzed in this "simple" model could take advantage of the dynamical features provided by two primaries acting upon the spacecraft. Furthermore, the smallest energy level that allows the transfer corresponds to the Jacobi constant at L1 ($C_1$), that is lower than the level of a WSB. This is due because in a WSB transfer the Moon is approached from the exterior, so the minimum energy value needed to open the Hill's curves is $C_2$. In the Earth-Moon system the transfer is direct, through L1, so the minimum energy value is $C_1$ that is higher (i.e. lower energy) than $C_2$.

In this frame several studies have been carried out in order to exploit the chaotic dynamics of the R3BP. Typically, this chaotic dynamics produces highly irregular behavior and the sensitive dependence on initial conditions prevents long-term prediction of the state of the system. However, the inherent exponential sensitivity of chaotic time evolutions to perturbations can be exploited to guide trajectories to some desired final state by the use of a carefully chosen sequence of small perturbations to some control parameters. These perturbations can be so small that they do not significantly change the
system dynamics, but enable this intrinsic dynamics to drive the trajectory to the desired final state. This process has been called *targeting*.

Bolt and Meiss [9] applied the targeting to find short orbits in the planar R3BP with the Earth and the Moon as primaries. They reduced the 4D phase space of the planar problem on a 2D Poincaré section. Here, with the appropriate choice of a starting and a target point, they were able to find a low energy transfer between two orbits at an altitude of almost $h_E = 60000 \ km$ and $h_M = 14000 \ km$ respectively above the Earth and the Moon (figure 6.3). They obtained a ballistic capture that was asymptotic to a Moon-orbiting invariant torus. Strictly speaking, this kind of capture is more rigorous than the one found from Belbruno, which requires an additional maneuver, because it aims to insert into a stable Moon’s orbit. The overall $\Delta V$ required by this transfer is $750 \ m/s$ with a time of flight equal to $\Delta t = 2.05 \ years$. In contrast, the total boost required for a Hohmann transfer between the same orbits is $\Delta V = 1220 \ m/s$ but with an interval time of only $\Delta t = 6.6 \ days$. This means that the cost of the Bolt and Meiss trajectory is about 38% less than the Hohmann transfer. This result is remarkable since a typical WSB trajectory requires an overall $\Delta V$ that is "only" 18% less than the Hohmann transfer between the same orbits [4].

Nevertheless, this transfer has two weak key features. The first is the altitudes of the departure and arrival orbits that are chosen according to
the chaotic regions on the Poincaré section (figure 6.4). Since the phase space close to the primaries is characterized by an *ordered* dynamics\(^2\) and since the targeting method uses the highly nonlinear dynamics that occurs in the medium region, the starting and ending points turn out to be far from both the Earth and the Moon (points a and b in the figure 6.4). This is the reason why the study of Bolt and Meiss does not treat the leg close to the Earth. The second aspect is obviously the time needed for the transfer that is an intrinsic consequence of the targeting method. This happens because in chaotic Hamiltonian systems, beside the coexistence of interwoven chaotic and quasi-periodic regions, the phase space is divided into layered components which are separated from each other by Cantori. Typically, a trajectory initialized in one layer of the chaotic region wanders in that layer for a long time before it crosses the Cantori and wanders in the next region [50]. This leads to transfers that are only of academic interest but they are not employable for real lunar missions.

In order to reduce the high transfer times, another approach was suggested by Schroer and Ott [63] who applied a modified targeting procedure to the same Hamiltonian system assumed in Bolt and Meiss. The authors found short orbits that "quickly" lead to the Moon arrival orbit. Through this method they were able to find a transfer between the same departure

\(^2\)Sometimes the regions of ordered dynamics are called *islands* in the chaotic *see*. This concept is clearly shown in figure 6.4.
and arrival orbits used by Bolt and Meiss with a time of flight equal to \( \Delta t = 377.5 \text{ days} \) and with the same \( \Delta V \) (figure 6.5).

In the same Hamiltonian system (planar and circular R3BP with Earth and Moon as primaries) and with the same starting and departure orbits, Macau [50] found a chaotic Earth-Moon transfer that requires a cost slightly higher (\( \Delta V = 767 \text{ m/s} \)) than the two previous works, but with a time of transfer equal to \( \Delta t = 284 \text{ days} \). Using the Hill’s equation to describe the motion of the spacecraft, he introduced again a surface of section transverse to the flow so the continuous time system was translated to a discrete time Poincaré map. With this method, Macau found a considerable shorter transfer time and, different from the two previous studies, it was necessary to apply just two impulsive thrusts to achieve the transfer.

Ross [61] compared these three studies based on the targeting with his approach to the Earth-Moon transfer problem. He analyzed the planar and circular R3BP with the invariant manifolds technique and reduced the dimension of the problem to two with the use of an appropriate Poincaré section. Using these dynamical channels, Ross was able to find a transfer between the same orbits around the Earth and the Moon (\( h_E = 60000 \text{ km} \) and \( h_M = 14000 \text{ km} \)) that requires a \( \Delta V \) equal to 860 m/s and a transfer time of \( \Delta t = 65 \text{ days} \). By this technique, the spacecraft is placed on a trajectory near one of the resonances which is linked to capture tubes.

Finally, the mission analysis of the recent ESA’s SMART-1 [62] was designed by combining the low-thrust propulsion with the Moon’s perturbations acting upon the spacecraft. The designers used Moon’s resonances to raise the pericenter and the apocenter of the elliptic Earth’s orbit, Moon swing-
by's to increase the energy level and the lunar capture to orbit the Moon. The combination of these four different budding blocks produced the singular transfer path shown in figure 6.7.

6.1.1 Motivations for further studies

The state of the art analysis has evidently shown that the Hohmann transfer to the Moon is quite expensive with respect to the other possibilities developed in the last years. But, with this high cost a very short time of transfer is associated and so only two missions (i.e. Hiten and SMART-1) have employed these innovative techniques to reach the Moon. For instance, all the manned missions to the Moon of the Apollo program were designed using a two-body approach [3] since there was the strong constraint on the time of flight.

Nevertheless, since the Moon is the key of the future space activities, there
will be several missions requiring a maximization of the payload mass without any constraint on the time of flight (e.g. lunar sample return missions, cargo missions, ...). Thus, the costs ($\Delta v$) must be lowered by considering other possibilities that involve reasonable times.

It has been shown that the WSB transfer need a total cost that is 18% less than the Hohmann $\Delta v$, but the time of flight is more than ten times longer. So, from the authors point of view, the Belbruno-Miller trajectories do not give a particular advantage for transfers to the Moon since the longer times turn out to be a marked drawback for the other features of the mission, such as the mission operations and control, the reliability of the instrumentation and the scientific results. Hence, if viewed as the intersection of two manifolds, the WSB transfers seems to be of less practical interest.

The costs of the lunar transfers have been further reduced with the targeting method which reduces again the Hohmann cost down to 38%. But, this method has again associated high times because the trajectories need a lot of time to exploit the dynamics of the system. Moreover, the method of targeting works well between high orbits around the Earth and the Moon, but it does not assure a link when low orbits are considered.

By these two approaches (i.e. the manifolds technique and the targeting method), it is clear that a combined method is still missing or a technique that, departing from a low orbit about the Earth, targets a piece of the interior manifold that assures the Moon arrival. Here, this technique is investigated as a new possible way to reach the Moon.

### 6.1.2 Space applications

Since the technique proposed for the Earth-to-Moon transfers is a combination of the manifolds and targeting methods, it will have a natural "high", if compared to the Hohmann, time of transfer. But, in this chapter, among all the solutions, only trajectories with a reasonable time will be considered.

Anyway, these kind of transfers are not suitable for manned missions to or around the Moon because they present intrinsic high times. Nowadays, the two-body patched trajectory continues to be the best solution for manned missions.

The proposed trajectories, could be appropriate for cargo missions to the Moon. As an example, if a permanent lunar base will be developed, many missions will be planned in order to bring the modules on the Moon before the man arrival. These missions, without any particular constraint on the time, would follow a path that exploits the dynamics of the Earth-Moon system in order to maximize the mass of the payload modules.

In addition, another mission that is being planned for the next decade
is the lunar sample return. Also this mission would not have particular
time constraints and it would maximize the mass of the samples to bring
back to the Earth. Its path could be again a non-linear trajectory within
the Earth-Moon frame; more precisely a Moon-impact and an Earth-impact
trajectories.

Finally, the developed technique could be applied also for the "common"
missions that aim to orbit the Moon. Here, following the manifolds, an
additional manoeuvre will be required to place the spacecraft in a Keplerian
orbit around the Moon.

## 6.2 Problem approach

The minimum energy required to reach the Moon, departing from the Earth,
is the one corresponding to a value slightly lower than $C_1$, that is the Jacobi
constant (equation 1.9) corresponding to the $L1$ point. With greater values,
indeed, Hill's curves close and the motion is allowed only in the region around
the Earth (figure 1.2).

Thus, assuming $C \leq C_1$, transfers to the Moon can occur through the
small neck opened at $L1$. But, even if these transfers may occur theoretically,
designing a trajectory crossing this region is very difficult in a chaotic regime
like the R3BP. To overcome these difficulties, the invariant manifold theory is
again considered. This is a clear example of the power of the manifolds since
they provide for additional structure within the restricted problem frame.

Figure 6.8 shows a piece of the interior stable manifold associated to $L1$
($W^s_{L1}$) and the corresponding exterior unstable manifold ($W^u_{L1}$). As can be
seen, even if the transit region is very thin, these two trajectories represent
transit orbits between the forbidden region. So, if a spacecraft is on the $W^u_{L1}$,
the system, by itself, will bring it from a region close to the Earth to the region
close to the Moon by simply exploiting the intrinsic dynamics. From another
point of view, the Moon captures the spacecraft using its gravitational field.

One has to point out that this kind of capture is different to both the
"Belbruno-Miller trajectories" and to the "Koon et al patched manifolds"
since there the Moon approach occurs from the exterior (i.e. from $L2$). The
two invariant manifolds considered here allow a Moon transfer from the inte-
rior and with the smallest energy possible! Strictly speaking, this approach
is also different to the "targeted trajectories" since there the trajectory was
continuously perturbed in order to reach the target. Here, the trajectory the
consequence of the system evolution.

Thus, the matter is to put a spacecraft on the interior stable manifold
associated to $L1$ and wait for the natural evolution of the system. Unfortu-
6.2 Problem approach

Figure 6.8: The stable (blue) and unstable (red) manifolds associated to the point $L1$ in the Earth-Moon system (left). The two are transit trajectories through the small neck opened at $L1$ (right).

nately, this manifold does not reach the Earth that is the greatest primary in this system. Figure 6.9 shows the interior leg of the $L1$ stable manifold integrated for five Moon’s periods (i.e. around 140 days). This orbit, performs several loops but it is never close to the Earth. Moreover, the minimum Earth distance seems to be constant and almost equal to 0.35 Earth-Moon unit distances.

Another question arises: the trajectory shown in figure 6.8 is represented in the rotating system. If viewed in the usual Earth-centered inertial frame, this trajectory appears as a conic-like orbit. Thus, the farther points are the apogees and the closest are the perigees. Now, when the apogee is not aligned with the Earth-Moon line, the orbit is anyway perturbed by the Moon, but it remains conic. When the apogee occurs near the Earth-Moon line, the Moon "pumps" up the apogee until it captures the orbit that breaks and become non-elliptic. This is another explanation of the Moon resonance concept successfully used in the design of the SMART-1 mission.

Now, the stable manifold can be written as:

\[ W_{L1}^s = \Phi(L1, t_W) \]  

(6.1)

that is the asymptotic trajectory after a time equal to $t_W$ and represents a point in the six-dimensional phase space. The problem has become the target, starting from an Earth orbit, of a point belonging to the stable manifold. This formulation allows again the use of the Lambert’s three body problem that has proven to be a useful tool for this kind of problems.
Figure 6.9: Interior leg of the $L1$ stable manifolds integrated for five Moon’s periods. The overlapping of the trajectory suggests the possibility of the existence of a homoclinic orbit.

Again, a first $\Delta v_1$ places the spacecraft in a translunar trajectory starting from a low Earth orbit and a second manoeuvre $\Delta v_2$ is used to inject the spacecraft on the stable manifold.

In this chapter, the problem to reach the Moon’s neighborhood, departing from an Earth orbit, will be considered. This means that the possibility to reach the point $L1$ with low costs will be analyzed. Once the spacecraft is in the $L1$ point, if no additional manoeuvres are performed, it will orbit the Moon with unstable trajectories near the exterior unstable manifold (red) shown in figure 6.8.

At $L1$, since the two gravitational forces balance, small changes in the velocity vector produce large deviations in the final trajectory. So, with very small cost, free fall trajectories to the Moon could be easily implemented for the missions that require a Moon landing. This concept is the one studied
by Broucke [10] and, thanks to the mirror image theorem, leads also to trajectories from the Moon to $L_1$.

If a stable orbit around the Moon is needed, again with small changes the spacecraft could be placed in a path asymptotic to a Moon Keplerian orbit as done by Bolt and Meiss [9]. Both these two aspects are pretty interesting and could be further analyzed in a successive and more refined study.

In figure 6.10 the unstable manifold $W^u_{L_1}$ has been integrated for twelve Moon’s periods. The trajectories fill the whole Moon’s neighborhood with orbits that are close to the classical two-body Keplerian ones. It is clear that, theoretically, the spacecraft remains forever captured by the Moon and bounded by the forbidden regions.

The trend of the altitudes, above the Moon’s surface, of these orbits, with respect to the time, is shown in figure 6.11. This altitude has a periodic trend and a mean value, with twelve Moon’s period, equal to $h_M = 21600 \text{ km}$ (dashed line).

This mean "virtual" orbit has been taken as the arrival orbit in order to compare the costs found here with the Hohmann transfers. Hence, while the

![Figure 6.10: Interior leg of the $L_1$ unstable manifolds integrated for twelve Moon’s periods. The spacecraft fills the whole Moon’s neighborhood with unstable orbits that are close to the two-body Keplerian orbits.](image-url)
Figure 6.11: Altitude, with respect to the Moon, versus time of the unstable manifold plotted in figure 6.10. The dashed line represents the average altitude equal to $h_M = 21600$ km.

departure orbit around the Earth is fixed for the two kind of transfers, the arrival condition is the mean orbit for the Hohmann transfer and an unstable trajectory fluctuating around it for the computed transfers.

Based on the concept above, an algorithm has been developed to target pieces of the stable manifold and so inject the spacecraft around the Moon. The results found are summarized in the next sections.

### 6.3 Transfer trajectories from LEO and GTO

In this section the following orbits have been taken as the starting orbits for the transfers to the Moon:

- LEO: this is the same orbit considered in chapter 4 to simulate the usual parking orbits achieved by the launchers. The LEO considered here is a circular orbit with an altitude equal to $h = 200$ km above the Earth’s surface;
6.3 Transfer trajectories from LEO and GTO

<table>
<thead>
<tr>
<th></th>
<th>LEO</th>
<th></th>
<th>GTO</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>∆v (m/s)</td>
<td>∆t (days)</td>
<td>∆v (m/s)</td>
<td>∆t (days)</td>
<td></td>
</tr>
<tr>
<td>3081</td>
<td>49.0</td>
<td>914</td>
<td>49.0</td>
<td></td>
</tr>
<tr>
<td>3085</td>
<td>119.6</td>
<td>918</td>
<td>119.6</td>
<td></td>
</tr>
<tr>
<td>3091</td>
<td>47.7</td>
<td>924</td>
<td>47.7</td>
<td></td>
</tr>
<tr>
<td>3172</td>
<td>118.5</td>
<td>1005</td>
<td>118.5</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Overall cost and time found for the transfers to the Moon departing from the LEO and GTO.

- GTO: it is again the same as in chapter 4 (\(h_p = 200\) km and \(h_a = 35841\) km) and it has been assumed to simulate the launch of the spacecraft as a secondary payload for a mission to a geostationary orbit.

Figure 6.12: An Earth-to-Moon transfer departing from a LEO. This solution requires a cost equal to \(\Delta v = 3244\) m/s and a time of transfer \(\Delta t = 65.1\) days.
Table 6.1 contains several solutions found for the Earth-to-Moon transfer by the approach showed above. The first solution is remarkable since allows to reach the Moon with a cost equal to $\Delta v = 3081 \text{ m/s}$ and with a time of flight of "only" $\Delta t = 49 \text{ days}$. The corresponding solution obtained departing from a GTO has a cost equal to $\Delta v = 914 \text{ m/s}$ and the same time of transfer.

The Hohmann transfer from the LEO to the virtual orbit requires a cost equal to $\Delta V = 3344 \text{ m/s}$ and a time of transfer of 6.5 days. If this transfer starts from a GTO the cost reduces down to $\Delta V = 1177 \text{ m/s}$ with the same time.

6.4 Transfer trajectories from high Earth orbits

In order to validate the developed approach, in this section the starting orbit has been taken equal as the orbit in the works of Bolt and Meiss [9], Schroer and Ott [63], Macau [50] and Ross [61]. This is a high Earth orbit (HEO) with altitude $h = 60000 \text{ km}$ and with this assumption the generic high orbits (i.e. geostationary orbits) are taken into account. The results found by the cited authors can be found in the section 6.2, while some result found in this work are summarized in table 6.2.

The corresponding Hohmann transfer to the mean orbit require a cost equal to $\Delta V = 964 \text{ m/s}$ and a time of flight again equal to 6.5 days.

Figure 6.13 shows the solution corresponding to the first row of table 6.2 that is the best found in this frame. It has to be pointed out that these solutions do not consider the injection into the high Moon orbit, with altitude equal to 14000 km, assumed in the cited works. Anyway, it is remarkable how the best solution has a time of transfer that is much shorter with respect to the previous solutions to this problem.

<table>
<thead>
<tr>
<th>HEO</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta v (\text{m/s})$</td>
<td>$\Delta t (\text{days})$</td>
<td></td>
</tr>
<tr>
<td>766</td>
<td>50.5</td>
<td></td>
</tr>
<tr>
<td>862</td>
<td>164.6</td>
<td></td>
</tr>
<tr>
<td>1358</td>
<td>427.8</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.2: Overall cost and time found for the transfers to the Moon departing from the HEO.
Figure 6.13: An Earth-to-Moon transfer departing from a high Earth orbit. This solution requires a cost equal to $\Delta v = 766 \, \text{m/s}$ and a time of transfer $\Delta t = 50.5 \, \text{days}$.

6.5 Earth-Moon transfers through $L1$: uses for future space missions

The two sections above have demonstrated that the Moon could be easily reached with a low-energy trajectory that passes through the small neck opened at $L1$. Follows a brief analysis of how these solutions collocates among the existing techniques, their drawbacks, their uses and their implications on the subsystems of the spacecraft.

6.5.1 Remarks and comparison among other techniques

A Hohmann transfer requires a cost around $\Delta v = 4000 \, \text{m/s}$ to reach a low Moon orbit, departing from a low Earth orbit, and a time of flight less than a week. These trajectories are the fastest among all the other possible since
the patching conics involves a high energy level by its formulation. The Hohmann transfers are the most appropriate trajectories for manned mission to the Moon since, in this case, the constraint on the time of flight is stronger than the others on the masses of the payloads.

A WSB transfer allow a reduction equal to 18% of the Hohmann cost but the time of transfer is over four months. This is due to the singular Moon approach of these trajectory that occurs from the exterior. It has been demonstrated that the WSB transfers make easily accessible some orbits, such as high eccentric polar orbits about the Moon, with reduced cost. But, the high times have led to a generally accepted conclusion that the WSB transfer can be used only in recovery situations to overcome launch or spacecraft failures.

The transfers obtained with the targeting method reduce the $\Delta V$ cost by more than 38% but involve high times, meaning from more than two months to two years, since the method itself is based on small perturbations that require a lot of time to produce their effects. But the main drawback of these trajectories is due to the altitude of the starting and arrival orbits. This technique, indeed, since it exploits the chaotic regime far from the primaries, needs to start from high altitude orbits: in the cited works this altitude is equal to 60000 km above the Earth. This feature, together with the high times, makes these trajectories not employable for the Moon transfer by the authors’ point of view.

In the two previous sections, some solutions have been computed with the developed method based on the target of a piece of stable manifold associated to the $L1$ point. This technique, by its formulation, allows to overcome the problems of the targeted trajectories because the starting orbit may be chosen a priori without any restriction. Some of these solutions are both low-energy and "low-time", meaning that the minimum cost, departing from a GTO orbit, is around $\Delta v = 900 \text{ m/s}$ and the minimum time is around $\Delta t = 50 \text{ days}$. These costs and times refer to trajectories that reach the Moon and remain forever captured into unstable Moon orbits. But, it has been demonstrated that low changes in the velocity vector, applied near the $L1$ point, lead to Keplerian stable orbits or to Moon impact trajectories. Hence, by the authors’ point of view, the method described in this chapter can be used to design such missions that do not have any particular constraint on the time of flight but aim to maximize the masses of the payloads. Here the reference involves Moon orbiter or Moon landers for various applications.
6.5.2 Uses for future space missions

The uses of these trajectories are clearly the consequence of the results and features discussed above: by the developed method, low-cost and mid-time transfers to the Moon can be obtained. In the future, there could be some missions requiring a maximization of the payload masses without any strong constraint on the time of flight. Such missions are evidently not manned, but scientific, cargo or validating technology missions.

The sample return mission to the Moon is being studied in order to return back to the Earth Moon samples. This is an example of mission to the Moon, with a terminal leg that is a Moon impact trajectory, that does not require to reach the Moon in a few days, but, for instance, needs to maximize the masses of the instrumentations. Following the stable manifold associated to \(L1\), a spacecraft can be easily captured by the Moon until it reaches its surface. Here, after the scientific goals, the spacecraft departure could be again divided into a first transfer to \(L1\) and a leg of the \(L1\) unstable manifold to allow the Earth to capture the spacecraft. The total time here does not matter. The same use can be thought for mission that have to validate new technologies.

The sample return mission is not the only use for the Moon impact trajectories, but all the scientific missions that aim to explore the Moon surface could use these trajectories. Recently, the interest in missions on the far side of the Moon is raising among the scientists. This is another example of mission that could use the developed concept to reach the Moon.

Finally, all the missions that needs to orbit the Moon in both stable Keplerian or unstable orbits could use the Moon capture mechanism explained in the previous section to lower the total cost.

One has to point out that the possibility to depart from GTO orbits has been taken into account too. This is a great advantage for all the spacecraft launched as secondary payload in GTO orbits.

All these features indicates that it is important to continue the research begun with this study in order to apply the powerful performances provided by the trajectories through \(L1\) for future Moon missions.

6.5.3 Drawbacks

The trajectories proposed in this chapter are non-linear orbits within the R3BP frame. The transfers making use of these paths must provide for robust control and navigation systems since here small changes in the initial conditions make large difference from the designed and the real trajectory. Hence, even if the energy of the transfer is lowered, the spacecrafts will require
sophisticated subsystems that allow to follow the designed captured path.

Moreover, these subsystems must have a high reliability because of the
time of transfer, and so the time of the whole mission, increases. This reflects
also in higher costs for the control operations on the spacecraft and delays
the scientific results.

Although the launch windows for such transfers need to be analyzed, it
seems that it will not be a critical topic since the trajectories have been
obtained in the Earth-Moon system where the time constants are fast (i.e.
the system repeats the same configuration after a Moon’s period) and the
synodic period between an Earth’s orbit and the Moon is short.

Finally, a critical role is played by the Sun since the design of these
trajectories does not take into account the Sun’s perturbation. This aspect
is more important when the times grow because, even if it is negligible, the
perturbation of the Sun could lead to unwanted trajectories when the times
of flight are long. It has to be remembered that this is a chaotic regime and so
small perturbations may produce large final effects. Anyway, if the problem
is analyzed in the Sun-Earth-Moon system with these trajectories as first
guess solution, the real transfer path could exploit the Sun’s perturbation to
reach the Moon as in the WSB transfers where it allows a cheap access to
expensive Moon orbits (i.e. polar orbits around the Moon).

6.5.4 Considerations at system level

The transfers to the Moon proposed in this section do not involve particular
implications on the spacecraft subsystems apart of the features associated to
the high times. By this, all the subsystems must have a high reliability to
assure the right effectiveness during the mission period.

The propulsion subsystem is the one that may take advantage by these
transfers since it will require less propellant mass. The formulation of the
problem naturally involves chemical propulsion systems. Moreover, since the
trajectory is multi-burned, the spacecraft will require a liquid engine because
of its restartable feature.

The power subsystem could use the common solar arrays but it must pro-
vide for a high number of battery cycles. The communication and thermal
subsystems do not imply particular restriction on the spacecraft configura-
tion.

The attitude needs to be robust with respect to Earth, Moon and Sun
gavity torques. The guidance, navigation and control, as discussed above,
is the most sensitive subsystem with respect to the characteristics of these
trajectories. It will require high accuracy to follow the designed paths.
Chapter 7

Other mission possibilities

In this chapter, the possibility to generate the common orbital transfers around the Earth within the R3BP frame has been considered. In this frame, a few examples of orbital transfers between a low and a high Earth orbit have been considered. These transfer have been calculated in the Earth-Moon system frame to allow Moon to "assists" the spacecraft during the transfer.

7.1 Problem formulation and approach

The orbital transfers among Earth orbits are commonly calculated using the Hohmann transfer theory. In the Earth’s neighborhood, this technique, that links two orbits by using an intermediate semi-elliptical arc with two burns parallel to the velocity, provides very accurate results since the Earth attraction is order of magnitudes greater than the others (i.e. the Sun and Moon attractions).

But, the point is that when the altitudes of the final orbits increase, the gravitational attraction of the Earth lowers but the attraction of the other bodies increases. So, one can think that it could be advantageous to exploit these other forces to reduce the cost of the transfer. Moreover, after a launch failure, sometimes the spacecraft does not have the propellant needed to reach the final orbit. In this case the result of the whole mission is uncertain.

Here, the possibility to use a Moon assist for the transfers between a low orbit and a high orbit around the Earth has been analyzed. The problem has been formulated as the search of an optimal Lambert’s three-body arc between the two given initial and final orbits (see figure 7.1). So, the two burns strategy remains the same as in the conventional transfer, but the important feature here is to find a Moon phase that involves reduced costs. Once the location of the Moon at launch has been established, the transfer
trajectory, thanks to the Moon’s influence, will be "pumped up" by simply following the dynamical evolution of the system.

Thus, if $\Delta v_1$ and $\Delta v_2$ are the two burns required to transfer the spacecraft from an orbit with altitude $h_1$ to another with altitude equal to $h_2$, the total cost of the transfer will be:

$$\Delta v = \Delta v_1 + \Delta v_2$$  \hspace{1cm} (7.1)

and the corresponding time will be called $\Delta t$. Given these two orbits, the problem is to find the minimum of the function:

$$min(\Delta v - \Delta v_H)$$  \hspace{1cm} (7.2)

where $\Delta v_H$ is the cost of the Hohmann transfer between these two orbits.

In this study, only circular orbits have been assumed in order to validate this idea. Anyway, the extension to generic starting and arrival orbits is not difficult. It could be done in a second and more refined step after that the problem has been assessed.
7.2 Transfer to the geostationary orbit

As the starting orbit, the LEO used in the previous chapters \( h = 200 \) \( km \) has been considered; the final orbit has been fixed equal to the GEO \( h = 35841 \) \( km \). Lower final orbits have not been considered since the Moon assists is more marked when the altitudes of the Earth orbits are elevated.

Table 7.1 shows three solutions found for this case. It is remarkable how

<table>
<thead>
<tr>
<th>LEO to GEO</th>
<th>( \Delta v - \Delta v_H ) (( m/s ))</th>
<th>( \Delta t ) (( days ))</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(-117.4)</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>(-117.6)</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>(-117.7)</td>
<td>0.21</td>
</tr>
</tbody>
</table>

Table 7.1: Results for the LEO to GEO Moon assisted transfers.
up to 117 m/s can be saved if the transfer trajectory is calculated by taking into account the Moon’s perturbation. This saving in $\Delta v$ reflects in a saving of propellant mass or in a maximization of the payload masses. The times corresponds to the usual few hours needed to reach a GEO.

Different from the previous chapter, here the saving in $\Delta v$ does not involve an increase in the time of transfer, but it remains the same as in the conic transfers. Moreover, several simulations have been done all leading to the same minimum. This means that the problem is well posed and the global optimal solution is unique.

### 7.2.1 Inclined geosynchronous orbits

Here the focus is the evaluation of this transfer technique when the inclination of the final orbit is different from zero. For this purpose, some geosynchronous orbits have been considered. The results, summarized in table 7.2 shows that when the inclination grows, the Moon’s action is not useful so long and, for perpendicular orbits, this technique furnishes results that are more expensive than the Hohmann transfer.

<table>
<thead>
<tr>
<th>$i$ (deg)</th>
<th>$\Delta v - \Delta v_H$ (m/s)</th>
<th>$\Delta t$ (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>-44</td>
<td>0.20</td>
</tr>
<tr>
<td>60</td>
<td>+95</td>
<td>0.20</td>
</tr>
<tr>
<td>90</td>
<td>+173</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 7.2: Results for the LEO to geosynchronous Moon assisted transfers.

### 7.3 Transfers to the high Earth orbits

As stated above, the power of this method seems to be more marked when high Earth orbits (HEO) are considered. Here, six different circular orbits have been assumed with altitudes from $h = 50000$ km to $h = 100000$ km (figure 7.3).

Table 7.3 shows the results found in this case. As supposed, the benefit increases with the altitudes of the final orbit up to 476 m/s for the transfer

---

1 These orbits have the same radius as the GEO and the inclination different from zero. By this they are not geostationary orbits, but simply geosynchronous.
7.3 Transfers to the high Earth orbits

Figure 7.3: Results for the LEO to HEO Moon assisted transfers.

to the 100000 km HEO. This is an interesting result since it allows to save around 11% of Δv with the same time.

Figure 7.3 represents the six solutions in table 7.3. It can be observed that the Moon phase does not have a unique solution for the six cases but it varies with the transfer considered. Again the time remains equal to the Hohmann time of transfer.

<table>
<thead>
<tr>
<th>h (km)</th>
<th>Δv - Δv_H (m/s)</th>
<th>Δt (days)</th>
</tr>
</thead>
<tbody>
<tr>
<td>50000</td>
<td>-207</td>
<td>0.30</td>
</tr>
<tr>
<td>60000</td>
<td>-265</td>
<td>0.38</td>
</tr>
<tr>
<td>70000</td>
<td>-306</td>
<td>0.46</td>
</tr>
<tr>
<td>80000</td>
<td>-374</td>
<td>0.55</td>
</tr>
<tr>
<td>90000</td>
<td>-425</td>
<td>0.64</td>
</tr>
<tr>
<td>100000</td>
<td>-476</td>
<td>0.74</td>
</tr>
</tbody>
</table>

Table 7.3: Results for the LEO to HEO Moon assisted transfers.
7.4 Transfers between Earth orbits: uses for space missions

In this chapter, the common orbital transfer between two Earth orbits has been analyzed in the frame of the Earth-Moon restricted problem. The leading idea has been the exploitation of the Moon’s perturbation for transfers to high altitude orbits.

7.4.1 Remarks

The problem seems to be well posed and the authors guess that it has a unique minimum. The solution showed in this chapter have evidently demonstrated that it is possible to lower the cost associated to these transfers by taking into account the Moon’s effect. The matter is to find the appropriate Moon phase suitable for the considered transfer. Up to 476 m/s could be saved for transfers to high altitude Earth orbits; this advantage reduces to 117 m/s for transfers to geostationary orbits.

The important feature of these trajectories is that they do not involve, as in the previous chapters, an increasing on the time of transfer but give the usual conic-like 180 deg solution.

7.4.2 Uses for space missions

The application of these trajectories is obvious due to their formulation: they can be used in any transfer to a high altitude orbit; the benefit increases with the final altitude.

Most of the Earth satellites are placed in the geostationary orbit because there, the fixed position with respect to the azimuth, allows the satisfaction of a lot of mission constraints. The cost associated to these transfers could be lowered and so the mass of the payloads could be increased.

Recently, there is a great interest concerning the space debris and several studies conclude that the end-of-life spacecrafts must be placed in appropriate high-altitude belts. Since low-energy manoeuvres are needed for such transfers, the spacecraft could exploit the Moon’s attraction to move in a high-altitude stable orbit by simply adopting the technique showed here.

7.4.3 Drawbacks

The usual drawbacks associated to orbits exploiting more than one gravitational attractions concern the times of transfer. Here, thanks to the devel-
oped technique, short times have been obtained, meaning that they require the same time as in the Hohmann transfer.

From the authors’ point of view, the only drawback associated to these trajectories is the transfer window that has to consider the appropriate Moon phase. Thus, if a spacecraft is in the LEO orbit, it has to wait for the right Moon phase to make the transfer. This is not a particular restriction since the synodic period between the considered LEO and the Moon is expected to be very short.
Conclusions and Final Remarks

This work has been carried out in a two-month study (from April to June 2004) within the Ariadna context, under ESA contract, with the intention to assess the uses of the libration points and generic non-linear chaotic trajectories for space applications.

Some of all the potential uses of the libration points for space missions have been discussed in this report. The actual state of the art, known to the authors, has been analyzed from both the concepts and the technical point of view. Since no general methods were available for the analysis of such a missions, the authors have first developed the mathematical tool and then they have evaluated the possible missions within this scenario.

Even if both the missions on halos in the Sun-Earth system and the interplanetary transfer have been analyzed, special emphasis has been given to the Earth-Moon system: transfers to the Moon and to the halos around $L_1$ and $L_2$ in this frame have turned out to be quite interesting. This is because the authors believe that the powerful dynamics and the potential uses offered by these two libration points could be better exploited in the Earth-Moon system: cheap and short-time transfers have been demonstrated to exist in this frame. Later, the uses of such trajectories for future space missions have been discussed together with the possible drawbacks and some considerations at system level.

Again in this system, the outcome concerning the Moon assisted orbital transfers between two orbits around the Earth seems interesting because with the same times, cheaper transfers could be accomplished if the appropriate lunar phase is selected.

The authors believe that libration points and invariant manifolds could represent a powerful tool to carry out future space missions with unique performances. Here, the intention has been to demonstrate that such studies, aimed to assess the effectiveness of these concepts, are on the right way for a complete characterization of their potential uses. Nevertheless, in order to have a full scenario of all the features concerning specific missions, further and more intensive studies are necessary.
For instance, an observation arises: throughout the work it has been shown that as the spacecraft is in the chaotic region, just small thrusts are necessary to guide it to the desired paths. This scenario could be very useful in the case of low-thrust propelled spacecraft (e.g. by means of electric propulsion or solar sails) since in this case the intrinsic benefits due to the chaotic motion could combine together with the great savings in the propellant mass offered by the low-thrust propulsion.
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