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ABSTRACT

Controlling the amount of space debris is widelyognised as an important task to maintaining a
sustainable space access for the decades to cdmseisTmainly due to the high risk of collisions
that can easily invalidate both human and robotissian. The topic is on the agenda of the
Scientific and Technical Subcommittee and coordithdbetween space agencies in the Inter-
Agency Space Debris Coordination Committee (wwwvedadline.org). Most current efforts focus
on debris mitigation methods.

The Active Space Debris Removal System proposetisnstudy is based on an expanding foam
system. The core idea of this method is to incrdaserea-to-mass ratio of these objects such that
the atmospheric drag can cause their natural reg;etus “cleaning up” different regions in the
near-Earth space. The drag augmentation systenogedploes not require any docking system and
just an uncontrolled re-entry can follow, thuséems a short-term application free from the usual
technological issues of these debris removal system

The drag augmentation is suggested to be perfoaxgiditing the characteristics of the expanding
foams that can nucleate almost spherical envelapasnd the debris with very limited efforts of
the spacecraft in charge that has the role to @ardyspray the foam. Furthermore, the same method
can also be conceived as a preventive system tirbetly embedded in future space artificial
satellites. The key technological aspect is theifpdoam kind that has to be able, amongst other
aspects, to significantly expand its original vokiend has to be as light as possible.

This approach is demonstrated to be able to dearlyitkind of debris, but it has been proven o be
particularly advantageous to deorbit up twa debris within 25yearsfrom 900km, of course the
worst case. The actual scenario performance hedejpends on the specific foam considered and
its characteristics. This study provides an apgrdacthe drag augmentation methods identifying
the foam ball radius assuring the best compromiagerden deorbiting time and impact probability
for each debris. A brief review of the state of #éneof foam technology for space and ground based
applications is presented to frame the scenarm riedlistic perspectives. From this, a low order
foam expansion model is developed and implememntedrder to provide the relevant foam
characteristics to the mission analysis section.

In this study, conservative assumptions, rathesecko the state of the art of ground based foams,
have been considered. Polymeric foams are chostre amost suitable candidate to implement the
proposed method. The expansion of this kind of fammodelled considering the internal-external
pressure difference and foam viscosity. The tim&wion of the radius in a single-bubble model is
derived and implemented for a set of external pmessup to vacuum conditions. The main
outcome of this investigation are the foam expansiodel and its density.

Assuming a density of kg/nT, the mission analysis section is implemented. WABHall effect
thruster is supposed to realize the transfers anddifgrent debris. Three debris lists covering a
broad range of possible masses and initial altguate considered as set of targets to remove. The
removal order is defined according to the minimustingated low thrust velocity change to move
from a debris to another in the list. In order wwid assuming a precise mission starting date, a
medium atmospheric density model is here used. &t $tatic model intended to be representative
for long deorbiting times, like the ones resultingm many of the considered debris, where many
solar cycles are completed. In this way the aateraoval missions designed are able to deorbit
about 3tonsper year corresponding to several space debris.



Together with the mission analysis, also the systenfiguration of the spacecraft in charge is
addressed with special emphasis to the foam niredeand ejection system. The spacecraft is sized
according to the performance of a medium classdaen (like Soyuz) into a Sun-synchronous
orbit. Its initial mass is close to tons where approximately 1on is allocated for the on board
equipment. This dry mass is a-posteriori verifigdalrough mass and power budget for all the main
subsystems. The remaining mass is allocated foel#wric thruster propellant and for the foam in
different proportion according with the specificssion.

Some foam nucleating options are proposed bothdb@sea single and on multiple spacecrafts. A
decision matrix is implemented in order to selbet nost suitable candidate among these. A foam
ejection nozzle is considered as the baselineisnl@nd it is roughly sized according to existing
static mixers.

Some assumptions are applied in order to obtaifingnary results about the plausibility and
reliability of the proposed approach. These arenimaabout debris mass, acceptable deorbiting
time, suitable foam characteristics and reasongereeral mission architecture. Finally, also the
main hazards related with this scenario are owutlimeorder to sketch a rough estimation of the
complete mission.

KEYWORDS: Space Debris, Expanding Foam, Passiverlitewy Methods, Drag Augmentation
Device



1 INTRODUCTION

Space debris are one of the main threats for aordsfble and safe space exploration and
exploitation. Space debris are mostly concentratetthe near-Earth space region, in particular in
the Low Earth Orbit (LEO) and Geostationary EarthiO(GEO) regions. This waste is composed
of spent boost stages, collision fragments, IS Sttoation material, human discards and so on [1].

Between 1957 and 2008, approximately 4600 launbles placed some 6000 satellites into orbit.
Among these, about 400 were launched beyond Eatdhimterplanetary trajectories, but of the
remaining ones only about 800 are operational. Tiemns that roughly 85% of space objects
belong to the uncontrolled satellite class, nantgd spacecrafts. To these, also launcher upper
stages have to be added in order to have a rowgghafithe large debris population. Furthermore,
adding also smaller debris caused by explosiomgnfientations, collisions, accidental discharge
and similar events, the whole debris population mages millions of objects [2]. Space debris are
not uniformly distributed on the whole space, indl¢leey move into the more common launch-
target regions, in particular in the LEO and GE@ioas, as shown in Fig. 1.

Figure 1: Space debris populatin in the GEO (it LEO (right) region.

Taking into account also very small objects, thare, besides paint flakes (particles with size
below le-4m), at least three non-fragmentation debris soudsserving particular attention [3].
These sources put in space small particles, butt@uee high relative velocities, the threat they
represent in case of a possible impact, althouglcatastrophic, is however not negligible:

More than 1000 solid rocket motors release microengized dust anchm/cmsized slag
particles of aluminium oxide (AD3).

At the end of operational life of the Russian RORSAmission (Radar Ocean
Reconnaissance Satellites) in the 1980s, dropfetoaant liquid (a low-melting sodium
potassium alloy), used in the nuclear reactor cavese released into space.

Finally, also the release of thin copper wires fr@amio communication experiment during
the MIDAS missions in the 1960s contributes to theeasing of these very small, but
hazardous, particles [4].

It is worth stressing that these objects are toallst;m be deorbited with the conceived foam-based
method assessed in this study.

It is estimated that approximately 50% of all tralole objects are due to in-orbit explosions or
collisions [4]. Moreover, only statistical break-umpodels are available for these events and the
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actual debris resulting from such an event canrcaviite spread region. The threat represented by
these objects is further increased by their higboies. Up to 5200&m/h can be reached and at
this velocity even a nail could cause significaaméges, even catastrophic, to operation satellites.

To give an idea of the threat represented by sgabss, it is sufficient to think that the ISS Has
perform occasionally collision avoidance manoeuwvaied over 80 windows of the Space Shuttle
had been replaced during the program lifetime.

1.1  Active Debris Removal

Recent studies demonstrated that the problem afesgebris is slowly becoming more and more
important for future use of the outer space [5]nylaimulations suggest that the number of objects
in orbit might grow, even when no further objeate added to space, due to collisions caused by
fragments generated by other collisions [5,6,7]s Tollisional cascadingnay potentially lead to a
chain reaction situation, with no further possipilof human intervention and with a substantial
increase of the hazard level for space operati8hs |

This feedback collision effect has been highlighiedthe first time in 1978 by Kessler and Cour-
Palais [9] and has become popular Kessler syndromeven without ever having had a strict
definition. Recently, Kessler itself has concludledt there is little doubt that the so call€essler
syndromes a significant source of future debris, stregsihthe same time that, even if the growth
of orbital debris has slowed, still we are not ddpaof preventing the growth in the debris
population from random collisions [10].

Figure 2 [11] shows the catalogued population gectin space in the last 54ars It can be
noticed the high presence of fragmentation debampared to the number of spacecrafts or rocket
bodies. In fact, several studies found that “detedpacecraft and orbital stages now outnumber
active spacecrafts by more than 5to 1" [8].

Figure 2: Number of catalogued manmade objectpaaesover the last 54 years [11].



It is possible to classify the growth evolutionariiree main phases [11]:

1960-1996 during which the growth is almost linata rate of 260 debris per years,
1996-2006 during which the growth is still almasehr, probably due to implementation of
debris mitigation guidelines,

2006-2010 during which two impact events createdenttoan 1250 debris per year.

At this point even an almost full compliance withOC (Inter-Agency Space Debris Coordinating
Committee) Guidelines [12] should not be sufficidoritcing space agencies to agree about the
retrieval of a number of objects that are alreadgrbit. In order to solve this problem, a numbier o
active debris removal concepts have been descrdueti, as: electromagnetic methods, momentum
exchange methods, remote methods, capture metimabsnadification of material properties or
change of material state [13].

In order to face this situation, a good understagdif the orbital debris problem is binding. As a
matter of fact, the distribution of the presentrieln terms of mass and spatial density is an
important factor to decide in which way their rerabshould be addressed. In order to estimate the
population of debris, i.e. their position and plegs$icharacteristics, and to have an idea of the dut
environment, several modelling program were impleiee in the 1970s [12]. The EVOLVE
modelling series [12] is the first of its kind e&jiihng Monte Carlo processing to estimate future
fragmentations. Furthermore, EVOLVE models inclads® useful classification for type of impact:
intact-on-intact, intact-on-fragment, fragment-oagment.

Another model, implemented in the end of 80s, i@sNASA90 [12] able to derive curve fits of
debris environment. The principal characteristidto$ model is that it can be implemented with
semi-analytical relations, see Sec. 2. The last NAS8ries are LEGEND[12] and ORDEM [12].
The ORDEM96, besides implementing curve fit methdglshe first model able to characterize the
debris population by altitude, eccentricity, inelton, and size.

The spatial density distribution for relevant delisi shown in Fig. 3 [14] at altitudes between LEO
and GEO. It is possible to divide the spatial dignisi percentages. More than 70% of the objects,
in fact, are in LEO, about 20% are in intermedtatghly eccentric and Medium Earth Orbits (MEO
from 12846km to 33786km) and less than 10% are in near-geostationarysof8jt It is estimated
that the peak of spatial density of objects is EOL,. from 500 up to 200km of altitude. A second
smaller peak is recognizable in the GEO region ralc@600km altitude.

Figure 3: Debris spatial density at different atliés [14].
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More in detail, as we can notice in Fig. 3, thaeetao significant peaks in LEO at altitudes of 800
1000 km, and around 140@m Furthermore, peaks in the latitude distributiaan de observed
between 65 and 82eg[2]. In the LEO region, the probability of collm with traceable debris,
according to NASA ORDEM model, is 8e-3 per year dosatellite with 10’ cross-section. This
relatively high probability is due to the high disldensity and their significant average velocities

The probability of collisions in GEO, instead, isaller, between 3e-6 and 3e-7. This smaller
probability is due to the limited number of the debtheir large spatial distribution and the lower
average relative velocities. In GEO there are meriyjcal and commercial payloads, generally
larger and more expensive than LEO satellites. Tégion is much harder to access than the LEO
one and there are not energy dissipating orbitatugmations, like atmospheric drag. For this
reason, there is a high priority to remove debnisGEO. It is since now worth mentioning,
however, that the proposed method rely on the dragnentation idea, thus it can not be applied in
the GEO region.

An object can be tracked only if its size is lar¢fean a given threshold. In order to define this
threshold it is possible to classify space debrithree categories: small, medium and large. Debris
less than Snmare catalogued as small and are considered noeatrée, debris between®m and

10 cm are medium, again non-traceable and debris lahger 10cm are catalogued as large. The
large debris are usually traceable [11]. In Tathelnumber and the dangerousness of space debris
tracked in LEO is summarized [11]:

Size Number in | Traceable| Lethalto Operational Produces lethal fragment
orbit Spacecraft after impact
Small Millions No (Usually) No No
Medium ~50000( No Usually Maybe
Large ~2100( Yes (Almost) Alway: Yes (leZ-1es)

Table 1 : Number and dangerousness for categdrigabois according to their size[11].

The hazard of catastrophic impacts depends notfooig the debris size, but also by many other
factors, like the average velocity or the relatize. To evaluate if a possible collision mightutes
catastrophic or not, it is possible to considerghemeter EMS, the energy mass ratio[14,7,8]:

M V2
EMS= _pimp (1)

t

Here M, is the mass of the debris, Me one of the target ang,yis the impact velocity. When
EMS 40kJ/kgthe collision is considered a catastrophic event.

Itis clear that an impact with a large debris t#sa great number of other debris. With this régar
there are at least two significant examples to katimned. The Chinedeengyun 1Gsatellite was
destroyed in an ASAT test on January 11, 2007, ig¢ing about 2500 fragments of which 2300
were still orbiting 2 years later [8]. Moreover &ebruary 10, 2009 the collision betwdeilium

33 andCosmos 2253enerated more than 1200 objects in a large drea@ [8].

As previously said, according to the Kessler syntgpthe number of debris is doomed to grow.
This occurs especially in the LEO region, which beshighest spatial density of debris objects, if
no active measures are taken. By an analysis aéttaphic collision probability, Bastida and Krag
picked up some regions as the more interestingidates for active removal missions [7]:
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At h=1000£100km, i=82+1degthere are 290 objects that need to be remov edisttiie
region with the largest probability of catastropbddlisions.
At h=800£100km, i=99+1degthere are 140 dangerous objects.

At h=850+£100km, i=71+1deginstead, there are 40 debris which have a highscsection
and a high mass.

In this catastrophic scenario, it is clear thaivaédtemoval is a necessary way to control and reduc
debris growth, in order to permit easier futurecepactivities.

1.2 Foam-Based Method

The problem of the active debris removal of spaelerid has to be approached facing with the
enormous quantity of debris and with their variowedure in terms of size, shape and kind (e.g.
upper stages, telecommunication satellites, andn¥oAny approach can be intuitively classified

into one of the three following different strateg@ debris removal:

One-to-one each debris, regardless of its size, has to kgeted and removed. Thus, a
deorbiting platform has to be developed, manufaectiand launched for each single debris
to deorbit.

One-to-many the chosen strategy is autonomously capable rgpetaand remove several
debris. These could be of just one kind or of rplétkinds and sizes.

One-to-any the chosen method affects any object in a givéit.oro this category belong
those methods that rely on global physical faatwnsncontrollable deorbiting strategies.

Each one of these three strategies can be supgwesenting their pros and cons but, as a matter of
fact, the second one represents the most viabierophdeed, a strategy aimed to target each one of
the millions of debris represents a huge taskrimseof time and technical requirements. By means
of this kind of approach only the larger/heaviebie can be targeted in order to avoid having more
costs than benefits. On the other hand, a stratdgse main effect is to decrease the lifetime of

any orbiting object could be even more dangerousafbomanmade spacecrafts, than for debris

themselves. In this case there would be hundred@dstofe satellites forced to realize displacement

manoeuvres to avoid the effects of one of theseaglaffecting methods.

Therefore, the conceived debris removal system lbeeen identified within the one-to-many
category. In this category already several methoase been proposed. The main ones are:
electromagnetic methods, capture with net-like esyst momentum exchange methods, ground
based methods, modification of material prop edireshange of material state.

The proposed scenario belongs to the field of tbenemtum exchange methods, and in particular it
can be thought as a drag augmentation system. rbpeged system tends to define a reliable and
easy way to perform this drag augmentation. The @ea is to develop a platform able to realize a
foam ball around a target debris that enlargearigs-to-mass ratio such that the atmospheric drag
can exert a significant influence to deceleratedibleris. In this way, debris that would have oxbite
for hundreds of years, will re-entry in a presaditiene. The most remarkable advantages of this
method are:
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A docking mechanism is not required, thus all #aehhological issues related and all the
potential hazards deriving from the docking witham-cooperative debris do not apply.

The resulting foam structure does not require amytrol during the re-entry. Since the
foam will ideally expand isotropically in the spag@cuum and microgravity conditions)
[15,16], resulting in a spherical form presentinlyvesys the same cross section, an
uncontrolled re-entry (no thruster and a limitedugrd segment) can take place.

The resulting foam structure around the debrisushsturdier than any tether, sail or net-
based structure.

The momentum exchange is given only by the dragefatecelerating the debris until it
burns completely up in the atmosphere.

There are no potential hazards related to grousddaystems, e.g. lasers passing through
the atmosphere (although other kind of hazards nagist, see Sec. 11).

The reliability of a foam-based strategy reliestiom absence of control during the deorbiting time
and the absence of any potential impact damageré&sudting object can be thought as a ball that
offers always the same cross section; it contairiself the target debris and can be nucleaten als
at a distance from the deorbiting platform. Funthere, as already stressed, the absence of any
docking system and close approaches reduce the&leyology to the specific foam employed.

If compared to other drag augmentation methodsamfball offers several advantages. First of all,
it is not exposed to impact damages that couldugdie¢ the goal of the whole mission. For
instance, let us think to a salil: it realizes tlene drag augmentation (and, from a purely area-to-
mass ratio point of view, also more advantagedus)it is very likely that it will impact something
during the re-entry that can tear the sail off,sttompromising the mission. Moreover, another
significant advantage is that an almost sphericaifdoes not require any particular attitude
control, while a sail-shaped object works at itstbenly in some configurations that should be
actively maintained. As drawbacks of this methodtead, a difficult foam nucleation, incomplete
attaching or not complete expansion in vacuum havee mentioned; phenomena that could limit
the foam-based method performance.

By way of example, for this methods’ potentialisitpossible to choose an arbitrary upper limit for
the deorbiting time. Accordingly with the IADC Gulihes it can be assumed that, after the
foaming process, the debris have to re-enter wilthiyears Although this is the prescribed time
since end of operations recommended to be considerdéuture space objects, for an active debris
removal mission, this period is here evaluatedesthe mission takes care of specific debris. Figure
4 shows, on a logarithmic scale, the deorbitingetias a function of the area-to-mass ratio for
different values of the initial altitude.

The atmospheric model, however required to comghite deorbiting time, is based on average
values as described by tMedium Densitynodel in Sec. 2.2.
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Figure 4: Deorbiting time (logarithmic scale) veeato-mass ratio for different initial altitude
values.

From Fig. 4, it results that an area-to-mass ratiger than 0.07 is required at 9k of altitude
(see the close up of Fig. 5). For lower valuesarelgss of the specific debris mass and areagthe r
entry time exceeds this threshold.

Figure 5: Close up of the deorbiting time [1e-3yRarg vs. area-to-mass ratio [0, 0.3].

Nevertheless, the value of the area-to-mass ratinot enough meaningful as it can result in
extremely high areas depending on the debris nkassinstance, let us think to a typical upper

12



stage of a launcher, it weights some &)0thus an area-to-mass ratio equal to 1.5 wouldhntiest
we have to produce a foam ball cross section of01#€) i.e. a radius of 20n, value here
considered not really realistic.

For this reason, it is interesting to observe ttiea area value for different masses and for sdver
area-to-mass values. This is represented in Figi@re an upper limit of about 314, which
means 10n radius, has been assumed. This value represent$ af assumption and it reflects the
idea to design a realistic methodology even ingqaidnservative cases. Higher area values could
still be realized (and the general performancénefscenario would be better) but could require too
much time to nucleate, and so they may be congidesesuitable.

Figure 6: Debris mass vs. area for several areaatss ratio values.

As we are assuming that the foam will produce &lika& structure, a given area represents a fixed
value of the radius of this ball, represented erightmost vertical axis of Figure 6. Moreover, we
stress that, also considering these reduced ckasdics, appealing performances can be achieved
by this methodology.

Thus, also the upper limit on the area can be asdich Once this specific area-to-mass ratio has
been fixed, Fig. 6 gives the maximum area that exeehio produce such that a massive (26§)0
debris re-entry within 2§earsfrom 900km of altitude. This value is 148¢, corresponding to 6.7
mof ball radius. Considering, by way of examples #ame value for the area-to-mass ratio (0.07), a
1000kg debris with an initial orbital altitude of 8@n, should deorbit within 1@earswith a foam

ball area of 70r? and then 4.¥h of foam ball radius. For the same debris, considea deorbiting
time of 25years a smaller value for the area-to-mass ratio caasdsamed (0.03) and thus a smaller
foam ball area (367) and radius (3.in).

Better results in terms of re-entry time can beyéwer, obtained in the case of small mass debris.
Indeed, in these cases, higher area-to-mass vaearede targeted, resulting in shorter deorbiting
times. For instance, considering the same .5phere, 300kg debris can be deorbited in
approximately 3years as an area-to-mass value up to 0.5 can be achithvis worth saying that
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this analysis has been carried out neglecting thesmf the foam and that more conservative results
are shown in Sec. 4.

1.3

Mission Scenario

The above described method can be thought as cachmdslifferent phases. Actually these are the
complete mission scenario phases:

a)

b)

d)

f)

Launch The platform in charge of targeting and deorlgitthe debris has to be launched
into an initial orbit. The most suitable choice fbe launch orbit of the spacecraft is the one
of a specific debris, see Sec. 10. The platform juas to perform the final approach
manoeuvre to reach the first target debris.

Target Debris InterceptionThis phase consists in a set of orbital manoeusmmed at the
acquisition of the same orbital elements of thgeaadebris, i.e. debris rendezvous.

Foaming processin this phase the target debris has been reaghédhe actual foaming
process takes place. During this stage the foantohas

1. be ejected from the platform and reach the targetis (see Sec. 9)
2. stick to the debris surface

3. grow in volume (see Sec. 6)

4. cover the targeted debris

Debris Deorbiting The debris is now contained within the foam dmel natural deorbiting
of the system begins.

Targeting of next debrisThe platform can now target another debris ofregats (electric)
thrusters to reach a new interception orbit.

Platform self-disposalOnce the platform has completed its mission, thirasters can be
finally used to lower the orbit perigee to deothi# spacecraft within the 3&arslimit, as
stated by the IADC guidelines.

Figure 7 shows the most important phases of thsioms target debris interception, the foaming
process and debris deorbiting.

Figure 7: Representation of the proposed methodetalebris interception (left), foaming process

(center), debris deorbiting (right).
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2 SPACE ENVIRONMENT MODELS

Before starting the analysis of the proposed foased method, it is mandatory to provide

methodologies to compute the behaviour of the dogoobject. In particular, in this chapter some

models, required to assess the deorbiting timetaeadmpact probability, are provided. Since the
specific atmospheric model is of fundamental imaoce to estimate the deorbiting time, the

specific one here considered has been chosenaddfers the chance to model different density

regimes, from low to high. Moreover, consideringyotine atmospheric drag, it is clear that the

larger the foamed debris, the better this sceraelaves. This does not hold anymore if also the
impact probability is considered. The NASA90 imppcbbability model is here chosen, among

several options (see Sec. 2.3), as it can be aagilemented without relying on specific libraries.

Furthermore, also the numerical methodology by wite deorbiting time is computed through the
work is given.

2.1 Deorbiting Time Estimation

The estimation of the decay time for a generictiorbibody is a challenging problem due to the

huge number of unknown quantities related to itstpshape and the actual atmospheric density. In
order to obtain a fast and realistic assessmertieofdeorbiting times, some perturbation effects

acting on the body may be neglected while the nmpbrtant ones can be averaged over one or
more orbital revolutions [17].

More in detail, let us consider the instantaneocsel@ration vector of a generic body on an
elliptical orbit around the Earth as the sum of #ueeleration given by Newton gravity law [17]
plus a perturbation component. This latter partngea along the orbit due to the different
contributions of the various terms composing thizeteration as Sun and Moon third body
acceleration, atmospheric drag, Earth non sphegieaditational field, solar radiation pressure and
thruster acceleration [17]. As the typical orb#édtitude of the objects we are targeting is between
500km and 100km, it is possible to assume that the perturbatiomipaffecting the body is the
atmospheric drag, which can be expressed as [17]:

a‘drag =" %rcdgvzﬁ (2)

where is the atmospheric density valu€y a dimensionless number reflecting the object
configuration sensitivity to drag forcé, and m respectively the object cross-sectional area and
mass and/ its relative velocity vector with respect to Eaatmosphere.

Considering a direct method, as the one descrigd@lid. Cowell in the early 20th century [18], the
integration of this acceleration value for a vewgd time, as the one needed by an object to reach
high density atmospheric layer burning out, cowdviery expensive in terms of computation time.
An alternative for the solution of this problemtiee implementation of the Encke’s method [18]
based on the assumption that the integrated vasale small and so it is expected to be the
integration error. This method needs however a wemeful rectification to avoid numerical
instabilities or large loss of precision [19], tusvadays it tends to be avoided. An additionabval
alternative to model the perturbation effects presented by the Gauss form of the Lagrange
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Planetary Equations [20]. These equations model tiftme evolution of the classical orbital
parameters (semi-major axseccentricitye, inclinationi, right ascension of the ascending node
argument of pericentew and My [Mo =M-n(t-tp)]) under the influence of a non-conservative
perturbation. These read:

da_2& . P
o h esin(n) g L
de

1 .
de :—{ psin(n)a +(( p+r) cogn) +re) 6;,}
@ _reodwen)

@VM 3
dt  hsin(i) | |

Oclj_l:/:i{_ pcog(n)a+ (p+ r) sin(n) a} - rSIn(rl:VsJirr:?i)COS(I) a

ch;/Ito = nize{(pcos(n)- kr) g- ( P r) sir(n) %}

wheren is the orbital mean motiom, the semilatus rectum, arndthe orbital angular momentum
while the three different accelerations a, anday, are respectively the perturbation acceleration
along the radial direction, along the normal to ta&lius vector in the direction of motion
(orthoradial) and along the angular momentum vediogction [20]. The three directions here
described identify the radial, transverse and norfR&VY reference frame in which Eqgs.(3) are
expressed [17].

Once again, the accurate numerical integratiorheée equations entails the same issues of the
Cowell method but, averaging the resulting timeivkdive of the orbital elements over one or more
orbital revolutions, it is possible to implementast and reliable technique for the estimation of
deorbiting time.

In order to combine the first of Egs.(3) with thémaspheric drag expression of Eq.(2), a
transformation from th&SWreference frame to the tangential, normal, omegaad frame NTW
[17] is now necessary. This system is identifiedthg T axis, tangential to the orbit and aligned
with the velocity vector, th&\ axis, normal to the velocity vector in the orbpdhne, and th&v
axis, normal to the orbital plane.

After this reference frame change, the atmosphanag, acting along the tangential direction, is
considered the only non-zero acceleration comporgmplifying Egs.(3), itis possible to find that

inclination and right ascension of the ascendinden(RAAN) do not change in time. Semi-major

axis and eccentricity are, instead, the only twenmants experiencing its secular influence (the
argument of pericenter relation is periodic). Fatgson the semi-major axis change, the first of
Egs.(3), under these assumptions, reads [21]:

da_ C,A: \/1+e2+2ecos(n)
dt m mf1- &

(4)

whereCy, , Aandm are the same symbols introduced in Eq.(2).
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By means of some simple substitutions for the isedatelocity and the true anomaly rate of change,
it is now possible to obtain an expression for ittedantaneous semi-major axis change due to the
atmospheric drag with respect to true anomaly:

da_ C,Ad (1+ &+2 ecoi(/7))3/2 5)
dn m(1+ ecosn))

da da

then, since— = —ﬁ this equation can be rewritten as [21]:
dE dn dE

% -, C, A&’ (l+ ecOS( E))S/Z (6)

dE m\/(l— ecos( B))

whereE is the eccentric anomaly. With a similar proceditris possible to obtain the instantaneous
rate of change of eccentricity with respect todlseentric anomaly [21].

dez-r C, Aa4/1+ecos( E) (1_ e2) 7

dE m /1- ecos E)

The simultaneous integration of Egs. (6) and (& tmabe carried out numerically. This has been
done through the adaptive Lobatto quadrature ofathmespheric force over the eccentric anomaly
[22]. This quadrature is based on a four-points SSdwobatto formula, i.e. a quadrature rule
approximating a definite integral, by means of agivieed sum of function values at specified points
within the domain of integration. Accordingly, aegific model for the atmospheric density
variation with the orbital altitude, as described the following section, is required for these
integrations.

2.2 Atmospheric Models

A huge number of different atmospheric models isvadays available for the characterization of
the atmospheric density variation with orbital talfie. The development of these methods mainly
relies on two approaches: the coupling into a singlation of conservation laws and atmospheric
components models, and the exploitation of in-sieasurements and satellites observational data
[17]. Figure 8 shows a schematic survey of somthefmodels developed over the years together
with their source and development basis.
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Figure 8: Atmospheric models evolution over theryewdth relative origin and derivation [23].

Nowadays, the most used models are: Standard Atreos{USSA76), Jacchia-Roberts with its
various versions (J71, J77, GRAM-99), COSPAR Irdéomal Reference Atmosphere (CIRA90)
and Mass Spectrometer Incoherent Scatter (NRLMS)IZ3].

Some of these models present a static descriptitimeoatmosphere, with the density obtained as a
function of the only orbital altitude, while manyhers, like the Jacchia-Roberts model, are time-
varying models with much higher computational regoients. These demanding calculations are
due to the uncertainties related to the forecastdar activity and the relatively high effect oigh

on the atmospheric density at different altitudes.

Since our preliminary analysis does not assumeeaif§p mission scenario, neither in terms of
beginning of the mission nor in terms of missiomation, it is more reasonable to assume a simple
static model for the atmospheric density. One @f dhmplest static models is the Harris-Priester
model [24, 17], which relies on a number of taldisting reference density values obtained from
observational data within a complete solar cyclabl& 2 shows the values of the atmospheric
density, in the minimum and maximum density casegdun our analyses for the implementation of
the Harris-Priester model.

Alitude Minimu_m Maximl_Jm Altitude Minimqm MaxiQO
(km) Density Density (km) Density Density
(kg/n’) (kg/n’) (kg/nm) (kg/n)

10C 4,97E-07 4,97E-07 42C 1,56E-12 5,68E-12

12C 2,49E-08 2,49E-08 44C 1,09E-12 4,36E-12

13C 8,38E-09 8,71E-09 46C 7,70E-13 3,36E-12

140 3,90E-09 4,06E-09 480 5,47E-13 2,61E-12
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150 2,12E-09 2,22E-09 500 3,92E-13 2,04E-12
16C 1,26E-09 1,34E-09 52C 2,82E-13 1,61E-12
170 8,01E-10 8,76E-10 540 2,04E-13 1,27E-12
180 5,28E-10 6,01E-10 560 1,49E-13 1,01E-12
19C 3,62E-10 4,30E-10 58C 1,09E-13 8,00E-13
200 2,56E-10 3,16E-10 600 8,07E-14 6,39E-13
210 1,84E-10 2,40E-10 620 6,01E-14 5,12E-13
220 1,34E-10 1,85E-10 640 4,52E-14 4,12E-13
23C 9,95E-11 1,46E-10 66C 3,43E-14 3,33E-13
24C 7,49E-11 1,16E-10 68C 2,62E-14 2,69E-13
250 5,71E-11 9,31E-11 700 2,04E-14 2,19E-13
260 4,40E-11 7,56E-11 720 1,61E-14 1,78E-13
28C 2,70E-11 5,10E-11 76C 1,04E-14 1,19E-13
29C 2,14E-11 4,23E-11 78C 8,50E-15 9,78E-14
30C 1,71E11 3,53E-11 80C 7,07E-15 8,06E-14
320 1,10E-11 2,51E-11 840 4,68E-15 5,74E-14
340 7,21E-12 1,82E-11 880 3,20E-15 4,21E-14
36C 4,82E-12 1,34E-11 92C 2,21E-15 3,13E-14
38C 3,27E-12 9,96E-12 96C 1,56E-15 2,36E-14
40C 2,25E-12 7,49E-12 100(¢ 1,15E-15 1,81E-14

Table 2: Data used for the implementation of theridePriester atmospheric model [24].

According to [23], any atmospheric model has 10-18%mherent accuracy, and a medium density
model (as the CIRA-86 at mean atmospheric conditimery close to the Harris-Priester model
used in this study) has a root mean square accurattye order of +10% [25]. This small lack in
accuracy is well compensated by its high computaticspeed and, despite its limitations with
respect to short and long period variations of dgnthis model has been selected to describe three
different phases of the solar cycle, resultingVimimum Density Medium Densityand Maximum
Densityscenarios. The medium one has been obtained aseange between the minimum and the
maximum densities of Table 2.

In the following, these three different density refr@os have been used to assess the optimal foam
ball radius (see Sec. 4) for the DISCOS Iist buider the hypothesis of periodic and regular
cyclical change of the solar flux [17], the bestiop for the starting of an active debris removal
mission is a high solar flux period. Starting treenoval mission during this period, indeed, the
deorbiting phase of the foamed debris immediatilyts at the highest possible rate. Then, over the
years, the change in the solar flux should decréasaleorbiting speed but the time spent in orbit
during maximum density and minimum density wouldiajs at least be equal. Actually, if the
deorbiting time is not an integer multiple of thaas flux cycle, maximum density periods would
outnumber minimum density ones. For this reasoe,Harris-Priester medium density model, as
the one used in [26] for first order estimationspd be considered as a more realistic, and
possibly conservative, case.

As an example, the atmospheric density values ptediby this model have been also compared
with a different static model, the Standard AtmashUSSA76 [27], as shown in Fig. 9. This latter
model always gives smaller atmospheric density esalior orbital altitude above 3740n. Below
this threshold the atmospheric density is rathghtand the small time period spent by deorbiting
objects below this altitude is a very small fractiof the whole deorbiting time. Thus, the resulting
final orbital lifetimes should actually be less senvative than the ones provided by our model.
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Figure 9: Comparison between the Harris-Priestadehand the Standard Atmosphere USSA76
model. Below: a close up of the upper plot betw®@d and 100&m where the Harris-Priester
model is more conservative.

For the sake of completeness, the lifetime valuesiged by the method described in Sec. 2.1 have
been also compared with the plots, generated WwighSatlLife program, provided by [39]. These
plots show two curves for a set of three ballistiefficients. One of the curves, representing a
deorbiting operation started during a solar minimtwhen there will be a low level of decay”
always predict, for altitudes below 70@n, orbital lifetimes longer than the others. Indettg
curve corresponding to deorbitation begun at thet sf a solar maximum “when the satellite will
decay most rapidly for several years” provides whwoorbital lifetimes. The lifetime values
predicted by our approach always lie between thedwves, thus it is reasonable to assume that
the computed lifetimes represent reasonable aseassraf the actual debris deorbiting time. By
way of example, considering an object with a beidlisoefficient fn A* Cd™) of 200 starting from
500 km of altitude, our method predicts an orbital lifed of 6.8years while the plots provide ~3
years(Orbit starting at solar maximum) and 7 years {Ostarting at solar minimum) of lifetime. In
this case, actually, we are closer to the mostewasive case. For an object with a ballistic
coefficient of 20 starting from 60RBm of altitude, our code provides 2.§®ars of lifetime as
compared with ~1.5 to ~gearsgiven by the reference plot.

2.3 Space Debris Models

The assessment of impact probability for orbitiigeats due to the proposed method and for the
foam balls themselves is a binding task for themegion both of hazards and risks related to the
method (see Sec. 11) and of a suitable foam tzl (See Sec. 4). We only focus in the following

on possible space debris impacts, neglecting tithee to micrometeoroids. This is a rather

reasonable assumption, since below 2K00the orbital debris environment represents the majo

threat for space flight if compared with the metadrenvironment [28].
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In order to obtain a representative estimationaiéptial impacts, over the years many space debris
flux models have been implemented and refined,gidimta obtained from the post-flight analysis
of spacecrafts as well as from observational dagd. [Some space debris environment models,
together with their main characteristics, are dgtelow:

NASA90 model (see Sec. 2.4) provides a simple ag Yast debris flux calculation for
orbital altitudes below 100Rm, but it does not take into account the existerfca @rge
number of particles on eccentric orbits. Since thisdel has been the first more or less
detailed description of the debris environmentah not be really considered up to date
[28]. In spite that, it remains one of the mostidvalptions for preliminary analyses and
impact probability estimations.

ORDEM©96 model, also known as NASA96, model is thecessor of the NASA90 model.

This model, unlike NASA90 model, basically iderdsi six different inclination domains

and for each orbit performs a numerical collisiomalgsis obtaining the spatial debris
density around the target. Then the sum of theouarcontributions needs to be numerically
converted to obtain the fluxes on the specificeangbit [30].

ORDEM 2000 model is an evolution of the ORDEM96 rabdnd it is suited for orbit
regions between 200 and 20K of altitude. It relies on a completely differergpaoach
compared to the NASA90 and ORDEM96 (NASA96) modélsis based, indeed, on
observational data and analytical techniques tainbthe debris population probability
distribution functions. These functions then, frdihve debris environment, provide the
presumed space debris flux [12].

The MASTER 2001 model provides the debris poputadicstribution, both for the past and
the future, starting from the numerical modellinfgatl known fragmentation events as well
as the generation of debris particles. The projpagaif the particle orbits allows the flux
calculation also considering the asymmetry indubgdthe particle orbits argument of
perigee [31].

The MASTER 2005 model is the successor of MASTER12@ith some more refined and
more updated features. Both the breakup and fratati@m models have been improved
together with the update of some reference datheaseference population [31].

As already pointed out, since our analysis requaréast and preliminary assessment of the space
debris flux and the consequent impact probabilitg,identified the NASA90 model as the best one
for our purposes. Itis briefly described in thexnsection.

2.4 The NASA90 Model

The NASA90 model computes the debris flExersus the impactor diametdrby means of an
analytical formulation. The fluk is defined as the cumulative number of impacta @pacecraft in
circular orbit per square meter and year on théasarof an object randomly rotating around its
centre of mass [32]. This value is obtained as tiancof the minimum impactor diametdr the
considered orbit altitude and inclinatioh, (), the mission epoch and the solar radio f&utt is
obtained by means of [32]:

Fdhits)=H(dF(h9Y () E(dg(tp H 9 o( tp (8
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In this equation, the first two terms may be olediby means of:

H (d) :\/10exp—(logd- 0.74?/ 0.406
F(hS)=F,(h9(®F (h§ (9
Fl(h, S)= 1 200 140 1

with d measured itm, h in kmandSin 1¢* Jy.

The terms in the square brackets also depend omibsion datef, expressed in years, on the
expected annual growth rate of mass in ofhiassumed by default equal to 0.05 [32] and on the
growth rate of fragmentsy, conservatively assumed 0.04 [32] f2011. These terms can be
obtained by means of:

F (d)=1.22x10°d 92
=8.1:0°(d +70Q°

((t, L) _ (1+ q)t-1988 (10)

The remaining termY is the discrete inclination dependent functiorutated in Table 3 [32].

i(deg | 285] 30 | 40| 50| 60| 70| 80] 9d 10p 120
Y 091 |09z | 0.9¢| 1.02 | 1.0C| 1.2€ | .71 | 1.37| 1.7¢ | 1.1¢

Table 3: NASA9O inclination dependent functith

The exact value of th&/ term in Eq.(8) is obtained by the linear intergiola with respect to the
orbital inclination.

The NASA90 model is exploited in Sec. 4 to obtdia foam ball impact probability as function of
the foam ball size. The impact probability, of ceeirincreases with the ball radius, thus increasing
the risk of random collisions and the cascade é&ffea the other hand, decreasing the ball radius,
the deorbiting lifetime increases thus increasimg permanence in orbit and, accordingly, also the
risk of additional collisions. The ball radius, e®ll, is estimated considering the minimum of the
curve given by the sum of these two contributisee(Sec. 4).
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3 SPACE DEBRIS POPULATION

In general, the space debris environment, difféyendm the meteoroid one, is composed of man-
made objects. Due to their origin, most of thederdehave the following general properties [32]:

their flight direction is almost parallel to Eahrface,
different altitudes and inclinations suffer of @ifent impact probabilities (see Sec. 2),
the debris environment is in continuous time evotu{actually increasing in number),

many of them have almost circular orbits.

This last characteristic is mainly due to the afphasic drag that tends to decrease the orbital-semi
major axis and reduces the orbital eccentricity.[17

The most hazardous debris are not simply the la@ess, but the risk they represent also heavily
depends from their specific orbit and their orbitdtime. Of course, the longer their lifetime eth
larger the impact probability, thus the larger he trisk of further growth in the debris orbital
population. Moreover, there are specific orbitse [ISun-synchronous Orbits (SSO) and GEO, more
crowded than others, thus an uncontrolled object ime of these regions represents a significant
threat for any operative satellite, eventually proidg further debris. Of course, the lower the
altitude of these objects, the later their remalaluld be addressed and the same holds for the ones
with smaller cross-sectional areas. These two s are the ones limiting the hazards from
random collisions due to their generally shortiifes.

The goal of this section is to present the setalfri$ lists considered in this study in order teess
the performance of the deorbiting scenario propobethe following, besides introducing the three
debris lists here considered, also a possible nankif their dangerousness, according to the
previous considerations on impact probability ametime is presented. Finally, this section aims
also to identify a suitable set of target debris tlee proposed foam-based active debris removal
system, intended as a class with a given rangaydipal characteristics and particularly hazardous
orbits.

3.1 Space Debris Lists

Space debris lists rarely are open database andxie number and nature of tracked objects is
often covered by military intelligence. Space adgen@and few other organizations worldwide have
access to these lists and often reduced versionsbeaprovided for research and educational
purposes. In this study three lists are considered:

Filtered DISCOS list This list is based on the ESA’s DISCOS databdse. Database and

Information System Characterizing Objects in Sp@2ESCOS) is a reference source for
launches, orbits and general mission descriptidmaare than 33500 tracked objects [33].
The whole database includes more than 7.4 millidnteecords in total, based on the US
NORAD database. Furthermore, in the same datalfasd)S Space Surveillance Network
(SSN) constantly uploads orbital data of many tealckut unclassified objects. DISCOS can
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be used by means of both standard database gaedeautomatic generation reports (ESA
Register of Space Objects, ESA GEO Log, ESA Fradatien Events Log) [33].

Based on this list, the ESA/ESOC orbital debristiea¢ provided a filtered catalogue of
space debris for this study. The list is compostedrdy 59 objects. These objects are the
result of some sequential filters applied to helglDISCOS list. It has been chosen, in this
case, to query the database according to:

o0 latest orbital element, considering only objectshwierigee altitude above 7&®n
and apogee altitude below 900n (at November 2010). Furthermore, also the
eccentricity has been limited to 0.001 and norfilte inclination has been applied.

physical properties, considering only objects wath average cross sectional area
larger than 1r? and debris mass larger than 3@0

launch date, considering only objects launched reef2000 and rocket bodies
(regardless of the launch date).

Only one of the 78ridium satellites has been considered and it is worthngathat, as
described in Sec. 10, this choice could lead tcawmirable results. Indeed, it gives an
underperforming mission scenario as time and pt@aptmass required to move from one
debris to the next depend on the distribution dirdeconsidered. The exclusion of many
satellites, one close the other, increases thepeel, reducing the number of debris
deorbited per year and accordingly the average mass

The whole list of these objects resulting from DISCOS database is summarized in Tab.
4. Here the average cross section (AREAR), mass (MASSkg), semi-major axis (SMA,
km), eccentricity (ECC, -), inclination (INGJeg, right ascension of the ascending node
(RAAN, deg, argument of perigee (ARGEgeg are given. From these values also the area-
to-mass ratio (A/Mm?kg) and orbital altitude (ALTkm) are computed and shown in the
two rightmost columns of Tab. 4.

AREA | MASS SMA ECC INC RAAN ARGP AM ALT

22,2521 | 661,05 | 7154,8594¢9 0,000249| 86,4002 | 334,7577| 72,5434 | 0,033662 776,7225

6,4859 | 1753,22| 7158,4684| 0,0007 35,0457  93,33p  188,884R003699( 780,3314

8,0062 | 693,76 | 7132,15619 0,000872| 35,0427 | 196,5135| 326,2027| 0,01154 | 754,0192

6,4859 | 1994,05| 7120,48238 0,000641| 34,9942 | 105,1042 282,2124| 0,003253| 742,3454

3,7825 | 743,31 | 7089,46689 0,000906| 74,0129 | 142,1734| 278,2267| 0,005089| 711,3299

1,773:

743,31

7102,4559

b 0,000602

74,0374
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0,002386

724,319

12,9182

1421,21

7129,12209

0,000881

74,0767
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0,00909
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[ 289,782

0,00396
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74,4704
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0,00546

780,5407
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0,00034

b 108,0085

183,1643

267,7558

0,009283

751,1724

1,7732

743,31

7158,92934

0,000998

74,0455

122,2159

299,3001

0,002386

780,7923

12,9182

1421,21

7156,56622

0,000471

74,0551

8,3423

358,039

40,00909

778,4292%

p

1,7732

743,31

7165,5518§

0,000995

74,0376

166,856

289,8727

0,002386

787,4149

3,5466

7443

7175,1601

p 0,000727

98,5979

82,246

309,454

40,0047,

6397,0232

7,0929

1923,69

7080,63475

0,000341

98,1922

320,4069

136,1987

0,003687

702,4978

3,0905

629,34

7146,7651

0,00021

2108,0318

10,604

274,154

0,00491

1768,6281

21,6139

2120,91

7221,95544

0,000277

70,9998

192,1498

132,006

0,010191

843,8185

33,4262

8225,97

7217,13615

0,000946

71,0023

167,7341

p 242,4867

0,004063

838,9992

3,0493

733,4

7265,16506

0,000844

99,0179

212,3947

267,3074

0,004158]

887,0281
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17,58611

3221,01

7228,00744

0,000799

70,9218

338,487/
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0,00546

849,8701

33,4262

8225,97
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0,000349
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314,263

128,5404
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3221,01
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0,000576

74,0401
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7256,72996

0,00084
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Table 4: Orbital elements and physical propertiedetoris of the filtered DISCOS list.

It is worth noting that the cross sectional area@ie objects was not available. For these
(the ones with the red AREA value in Tab. 4), islieeen computed weighing the average

area of all objects with the object mass with respethe average list mass.

A further filter on this list can be easily imposmhking the objects according to their mass.
As shown in Fig. 10, imposing a filter at 508 allows to discharge only 9 objects, but it
limits the actual maximum mass to slightly morentti2000kg. In this way the heavier
objects are not considered as we are assuming dbdicated missions or different
approaches could be implemented. It is interestmgbserve that these heavier objects
actually are launcher stages, a class of spacedasérving particular attention. Finally, it is
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worth stressing that these objects are not the ohersgerous ones as they are enough large
and well tracked. Indeed, an operational satetlde always foresee a collision avoidance
manoeuvre or design a non-interception trajectoitit Whe tank. Thus, it is reasonable to
assume that a foam-based method is actually ndidgsechoice for such debris given their
high mass and well known nature that can lead teer@lored solutions for their removal.

Figure 10: Mass distribution of the DISCOS list.ellack horizontal line shows the additional
filter applied at Sons.

Proprietary SSO listWhile the first list aims to have a broad coverafeelatively large
space debris on the LEO region, the second onasiscon more stringent filters in terms of
orbital parameters.

According to [7], there are at least three critijions (see Sec. 1) to be cleaned up before
others. The region here considered is the one dr@®O orbits. This region contains
already several uncontrolled objects and it id giflay one of the most important regions
for commercial and scientific purposes. Accordingle will focus on the Sun-synchronous
region limiting the orbital parameters of the oligeas follows [7]:

o Orbital altitude between 600 and 9Kt
o Inclination between 97 and 1deég
0 Eccentricity smaller than 0.035

Besides these constraints, only objects with malssgsr than kg are considered. In this
way, the object list results composed of 140 objéobdvered by non-disclosure agreement)
with masses up to 822y. It is worth stressing, one more time, that thaviest objects are
launcher tank. These, although lighter than thesdoend in the DISCOS list, are here
considered. On the contrary, the lightest objettthis list are small CubeSats (4 objects)
and also these are keptinto account.

This list is more crowded than the previous onéemms of number of objects and also the
mass distribution is broader. It is worth recallirag this point, that the initial debris mass
heavily influences the foamed area-to-mass ratios the heavier the object, the larger the
foam mass required to deorbit it. In the considéisgdhalf of the objects has a mass smaller
than 500kg, the 21.4% is in the range of 500-10R@ and the remaining are mostly
concentrated in 1500-200Rg with just 12 objects above 200Ky. This analysis is
summarized in Fig. 11.
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Figure 11: Mass distribution of the proprietary SI&D

From these considerations, it seems that, in t8® £egion, the active deorbiting system
proposed should address masses below k§Gis in this case the total number of objects
would be significantly reduced, thus decreasingniomber of possible impacts causing a
cascade of debris.

UCS Active Obiject listin order to have an even broader description efr&al space debris
environment, the last list here considered as Eéargets, is based on currently tracked
objects. The Union of Concerned Scientists (UC8) [Bakes available a list of hundreds of
tracked objects (downloaded at November 2010). dhebjects are mainly active
spacecrafts, but some wise filters can be appfieatder to have a list of possible candidate
debris.

The list contains the object launch date and ipeeted lifetime. The first filter here applied

is to consider an object as debris if it is stlithe UCS list after the end of its lifetime. This
assumes that no mission extension has been forésetre given object. Furthermore, in

this way only objects large enough to be trackedtaken into account. Further filters on the
whole list are imposed in terms of mass and orpésbmeters:

0 The debris mass has been arbitrarily limited to(20§ The dry mass of the UCS
objects has been considered when available, otherine launch mass (much more

conservative situation) is assumed.

o The orbital altitude has been limited to 1000, in order to focus again on the LEO
region, the more crowded one. No filters on ecaafitrand inclination have been
assumed.

In this way the full UCS list [34] returns 237 obig, covering a possible future scenario of
debris objects in LEO.

Instead providing a full table of these objectg.Ri2 shows the mass, altitude, inclination

and eccentricity of these. It is worth stressingt thhese objects are not, at least today, space
debris and the list can change according to futpdate of the UCS database.
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Figure 12: Physical and orbital characteristicpassible future debris according to the UCS list.

In Fig. 12, the long horizontal plateau at approatiety 670kg (at an alttude of 77Km) is
due to the wholédridium satellite series. The smaller one, aroundkgd%at approximately
820km), corresponds to the 28 satellites of @RBCOMM-FMseries and the last one, very
small, around 45&g (at 920km) is due to theGlobstar FM satellites (9 in this list). The
eccentricity plot shows that these orbits are atrewsular, as more than the 80% of debris
has an eccentricity below 0.003. Finally, the imation plot shows that the orbits are mainly
crowded into highly inclined orbits, around 80 ariDdeg i.e. the Sun-synchronous region
(already well described by the previous list)sltorth stressing since now that the presence
of few debris out from this range causes a vergelamissionDV in order to change
inclination and reach just these few debris. Thésans that considering dedicated missions,
for instance operating at different inclination gas, would significantly reduce the time
required moving from a given debris to the next awtordingly the propellant mass
required.

3.2 Impact Probability

The lists so far described can be analysed acapridinthe dangerousness of each object. The
specific debris hazard is measured consideringudiincluding its mass, area, orbit and expected
lifetime.

One of the fundamental parameter to take into adcalealing with the dangerousness of space
debris, is their impact probability. In general,shof the space objects, both active and inacéive,
tracked (e.g. by NORAD). For these objects the mhgaobability is derived on statistical basis
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[30,31]. However, many small size objects can r@trlcked increasing the impact probability of
active satellites. The impact probability is pararly crucial for telecommunication satellites;
principally located in the GEO belt. These objeants quite large and well tracked, thus the new
space operation rules oblige these objects to nmaweedisposal orbits at the end of their operative
life. Accordingly, since the present active delmisthod is assessed for regions different from the
GEO one, also small size impactors are taken indount to be conservative.

Although the NASA90 model described in Sec. 2./dsstly used in the following analyses for the
assessment of foam balls impact probabilitieshis $ection the impact probability is computed by
means of the NASA Debris Assessment Software (DA$ @de, due to its higher reliability and
the up to date values available [37]. The codesadn “fast” propagation routines (“PROP3D” and
“GEOPROP”) for the debris environment, and re-estiyvivability. The software models include
Earth atmosphere and non-uniform gravity field,ascdnd lunar influences and solar radiation
pressure. The solar flux value (used for atmospldriag calculations) is derived, according to the
user supplied starting date, from an integratedluege based on standard data published by the
National Oceanic and Atmospheric Administration.eTéolar cycle is computed fitting all the
historical values, while the debris environmenb@sed on the NASA's ORDEM2000 model [38],
see Sec. 2.3.

The impact probability at a given altitude is corggliassuming average values of impact flux [37]
at different altitudes, with a step altitude of &%, considering three impact debris sizes: 10, 50,
100cm. The average number of impacts per year, consigeritime span of 9¢earsstarting from
01/01/2010, is estimated fornf of debris cross section, so that it has to beesicadnsidering the
actual debris area. The DAS output for these idpid is shown in Fig. 13.

Figure 13: Number of impacts vs. altitude for diffiet sizes of impacting debris.

It is worth noting that these probabilities are poied at 9&leginclination, but the trends are very
similar also for different inclinations. Besidegthumber of impacts, DAS provides also the impact
probability per year per unitary cross section&aarThese two data sets, for all the three debris
sizes considered, are summarized in Tab. 5 fahalfelevant altitudes in the three lists.
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Altitude Log Impgct Log Imp:_:\ct Log Imp:_:tct Log Impact | Log Impact | Log Impact
(km) Probability | Probabilty | Probability Number Number Number
(10cm) (50cm) (100cm) (20cm) (50cm) (100cm)
1000 -4,864 -5,15¢ -5,29¢ -2,91( -3,20( -3,34(
975 -4,81¢ -5,13¢ -5,27¢ -2,86( -3,18( -3,32(
950 -4,77¢ -5,12¢ -5,25¢ -2,82( -3,17( -3,30(
925 -4,84¢ -5,26¢ -5,41¢ -2,89( -3,31( -3,46(
90C -4,92¢ -5,40¢ -5,58¢ -2,97( -3,45( -3,63(
87¢ -4,88¢ -5,35¢ -5,52¢ -2,93( -3,40( -3,57(
850 -4,86¢ -5,30¢ -5,46¢ -2,91( -3,35( -3,51(
825 -4,83¢ -5,24¢ -5,39¢ -2,88( -3,29( -3,44(
800 -4,82¢ -5,17¢ -5,32¢ -2,87( -3,22( -3,37(
775 -4,85¢ -5,14¢ -5,26¢ -2,90( -3,19( -3,31(
750 -4,89¢ -5,12¢ -5,22¢ -2,94( -3,17( -3,27(
725 -4,97¢ -5,25¢ -5,40¢ -3,02( -3,30( -3,45(
70C -5,06¢ -5,41¢ -5,57¢ -3,11( -3,46( -3,62(
675 -5,13¢ -5,47¢ -5,62¢ -3,18( -3,52( -3,67(
650 -5,20¢ -5,53¢ -5,68¢ -3,25( -3,58( -3,73(
625 -5,23¢ -5,53¢ -5,68¢ -3,28( -3,58( -3,73(
600 -5,28¢ -5,55¢ -5,67¢ -3,33( -3,60( -3,72(
575 -5,32¢ -5,55¢ -5,67¢ -3,37( -3,60( -3,72(
55C -5,36¢ -5,58¢ -5,69¢ -3,41( -3,63( -3,74(
52¢ -5,47¢ -5,69¢ -5,79¢ -3,52( -3,74( -3,84(
500 -5,58¢ -5,79¢ -5,86¢ -3,63( -3,84( -3,91(
475 -5,73¢ -5,94¢ -6,02¢ -3,78( -3,99( -4,07(
450 -5,88¢ -6,11¢ -6,17¢ -3,93( -4,16( -4,22(
425 -5,98¢ -6,20¢ -6,29¢ -4,03( -4,25( -4,34(
40C -6,08¢ -6,31¢ -6,40¢ -4,13( -4,36( -4,45(
37¢ -6,18¢ -6,36¢ -6,44¢ -4,23( -4,41( -4,49(
350 -6,27¢ -6,43¢ -6,49¢ -4,32( -4,48( -4,54(
325 -6,40¢ -6,55¢ -6,62¢ -4,45( -4,60( -4,67(
300 -6,55¢ -6,68¢ -6,75¢ -4,60( -4,73( -4,80(
275 -6,58¢ -6,74¢ -6,83¢ -4,63( -4.,79( -4,88(
250 -6,61¢ -6,79¢ -6,90¢ -4,66( -4,84( -4,95(

The actual orbital altitude of each debris in thentioned lists has been compared to these
probabilities and the objects ranked accordinght groduct of the corresponding probability for

their actual cross sectional area.

Focusing, by way of example, on the SSO regionridetan be ranked according to their area, area-
to-mass ratio and total (given by the sum of thpaist probabilities with all the three sizes) impact

probability, see Fig. 14. Here, on theaxis the debris index number is plotted.

30

Table 5: Impact probability and impact number fan‘lof debris cross section.




Figure 14: From the upper plot, area, area-to-raadsmpact probability for SSO debris list.

The larger the area-to-mass ratio, the shorteratentry time, thus the smaller is the probabtiity
determine an accidental impact with another obj€be larger the object, the higher the impact
probability, and accordingly more hazardous isabgct. The higher the impact probability and, of
course, riskier the object, the higher the prolighbihat it should be one of the first targets ® b
deorbited.

As it was expected, the impact probability with devampactors is several orders of magnitude
larger than the same probability with larger impast The model used to compute this probability
is not able to appreciate the difference for impadth objects with a diameter larger than 00

For the SSO objects, the initial conditions consadeare in a quite close range, thus the largest
objects are the ones with the higher danger IeNelertheless, it is worth noting that an explicit
relation between impact probability and area-togmadio, that affects the orbit lifetime, does not
exist.
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At this point we need a single parameter taking axtcount all of these factors and considering also
the natural lifetime of the debris. We considerehéite impact probability factor [12R as the
product:

R=A N L F (12)

whereN is the orbital debris flux (related to the initiaibital altitude by Tab. 5) for &f of cross
sectional ared is the object cross sectional arBahe orbital period ant the expected number of
revolutionsL can be roughly assessed by means of [39]:

L=-H/Dg,, (12)

where H is the atmospheric scale height [39]. The resyltifetime L is given in number of
revolutions, thus to be transformed in a time miltiplied by the orbital period.

Lhrev is the semi-major axis change per revolution dutn & atmospheric drag. It can be computed
by means of quadrature of the atmospheric forca dve true anomaly and it turns out that
modified Bessel functions are required to obtais #veraging [39]. For nearly circular orbits (like

the ones in SSO and in general for many orbitatidarbits made circular by the atmospheric drag
effect), it can be expressed as:

Da,., =-20(C,A/ m)r & (13)

Here C4 is assumed constant and equal to 2.2 for all defiie variation of orbital altitude is
assumed caused only by the atmospheric dfag, should be considered changing during the re-
entry; however, as done for the atmospheric densityas been assumed uniquely determined by
the initial debris altitude. This means that tifetime estimation, given blyxP, is conservatively
computed assuming that the debris lives all the tahits initial altitude. Thus, resulting valuas a
not the real deorbiting times of objects; ratheytlare indexes taking into account the area-to-mass
ratio role in the debris danger level ranking sihow possible to rank all debris lists, assocgatm
each object the correspondifgvalue. This is presented in Fig. 15 where Bhegalue has been
normalized with its maximum.

For the UCS list, however, the actual cross seatiarea for each object could not be used, due to
the lack of this parameter in the list. In orderotercome this problem, a statistical approach has
been used. According to [39] a rough estimatiornafime, dimension, area and moment of inertia

of a generic spacecraft can be computed by its nTdss approach is based on statistical analyses
on a number of spacecrafts and has to be consideredrelation providing an order of magnitude

of the object area. In this way the cross sectiangh can be computed as:

A=(0.25n1"Y (14)

wheremis the object initial mass kg andAis expressed in?.
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Figure 15: From the upper plot: DISCOS, SSO and Sranked according to the normalized
value of each debris. The higher Realue, the more hazardous is the debris.

It is worth noting that, while in the first plot &fig. 15 the missing data correspond to the fitere
(due to their mass larger thandhg objects of the original DISCOS list (see Tab.id)the second
and third plots of Fig. 15, there are no empty spdmut just very small values Bfthat can not be

appreciated in the plot scale.

Just as comparison, it is possible to superimploisesprting with the one where only the product
AxN is considered. This comparison highlights theed@ht risks resulting from a long terif)(@and
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a short termAxN) analysis. This comparison is shown in Fig. 16 tlear that the two sortings are
not the same and, in particular high cross-sedtiarega objects do not usually have a proportionally
larger mass with respect to small debris, thug tifetime can be much smaller than middle size
objects with small masses, that turn out to bartbst dangerous ones. This is particularly clear for
the DISCOS and UCS lists where the more dangerbjests (the ones with the highé&value) do

not coincide with the ones with the largd&N value. For the SSO list, instead, the same object
takes the maximum in both cases.

Figure 16: From the upper plot: DISCOS, SSO and WKISranked according to the normalized
andAxNvalue of each debris. HighxN values might be coupled with short lifetimes, makihe
corresponding debris not the most hazardous ones.
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Furthermore, it is worth to observe that fRealue for heavy objects might be smaller thanstine

of the same value of several objects giving theestotal mass. This means that removing several
light debris would actually be a more effectiveagtgy rather than removing just one heavy object.
Nevertheless, in the following analysis (see S€3, hesides the number of objects deorbited per
year, also the deorbited mass is considered.

The objects with the first two largé® values in the DISCOS list have a mass of approxainat
3000kg, and area-to-mass ratio around 0.005 lying at l@B0altitude. Most probably they both
belong to the same satellite class (information anailable). In the SSO list, instead, the object
with the maximumR and AxN is the same. It has a very large mass, more t2a9 I8y, with an
area-to-mass ratio of 0.004 and its orbital altgusl around 81@m. Finally, in the UCS list (where
the same plateaus observed in Fig. 12 are visilihgre is a whole group of objects with
significantly largerR values. These have a mass aroundkgPénd an area-to-mass ratio (computed
by means of Eq.(14)) close to 0.006 and move omstirircular orbits around 986n.

It is worth noting that, in order to have the listsvering a broad range of scenarios, the heaviest
debris are eliminated only from the DISCOS and UG§ while they are kept in the SSO list,
where objects up to 820@ are present. This kind of objects assumes sigmtig higher values of

R, but for these, as already stressed, ad-hoc misbiould be conceived.

3.3 Suitable Target Debris

Although the preliminary mission analysis, to ass#® performance of the foam-based debris
removal system, is carried out in Sec. 10 on thelavlists; the aim of this section is to identify a
suitable range of objects for the proposed appdinatThese suitable targets should be the most
hazardous ones (according to Relassification), not too heavy (otherwise singtgezt missions
should be considered) and moving into the more demwregions (e.g. SSO).

Before pursuing this goal, all the objects of theet lists can be gathered together to identify the
regions covered by these objects. As shown in Eiy.the UCS list is the only list somehow
representing debris below 700 and above B®0The other two lists populate this region, with a
broad range of mass values. In the right plot @f Ri7, a close up of the region between 450 and
1000kmis shown with a mass limit at 506@. In this way only 11 debris (from the DISCOS and
SSO lists) are excluded, the heaviest ones reguispecific missions. Here the first zone
(shadowed by a blue ellipse in Fig. 17) is compasenbjects up to ®nsand spans the range 450-
700 kmaltitude. The second zone is the most crowed and the same should be also considering
the actual space debris population, assuming tteetlists enough representatives), highlighted by
the pink ellipse in Fig. 17. It is composed of agefrom 1 up to 500Rg moving between 700 and
900km. In this zone the UCS list contains object withsises up to aboutt®ns, while the DISCOS
list contains medium-large objects. The SSO ligecHically suited for this region, spans all the
mass range.
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Figure 17: Altitude distribution of the three lisGlose-up on the right (450-10%0) with the three
main regions highlighted with shadowed ellipses.

Finally, the last zone of Fig. 17, the orange asi€omposed of objects up tadn moving above
900 km altitude. This region is not really populated d@n composed only of objects in the UCS
list.

The comparison of Fig. 17 motivates to explorepanticular, the performance in the SSO region
(where the SSO list seems the most appropriate).cbimparison also shows that the lower LEO
region is represented only by the UCS list, theisaitalysis gives an idea of the performance of the
method in the whole 250-1006n region. At this point, it is clear that the sul@allebris target
should lie, as already stressed by [7], in the &Sfibn.

A second analysis can be done gathering all theatdband ranking them with respect to their area-
to-mass ratio andR value. From the leftmost plot of Fig. 18, it ieat that the great majority of
objects has an area-to-mass ratio lower than @@® (ould result, at an average altitude around
800km in 20yearsof lifetime). Approximately one half of debris the DISCOS list have area-to-
mass ratios below 0.005, due to the filters impasedrea and mass. On the contrary, objects in the
UCS list cover the whole range, thus also highé&resa

The rightmost plot of Fig. 18, indeed, shows Re&alue of all the objects with respect to their
orbital altitude. A general increasing (exponettaénd of this value with the altitude is clearly
visible and it is caused by the increasing orbétiine. All the three lists contain some of the mos
hazardous objects that are grouped in the regi@180@0km, but the UCS and SSO lists are the
only ones containing also the less hazardous abject

Figure 18: Area-to-mass ratio (left) aRdmpact probability (right) with respect to orbitdtitude
for the three lists.

The last comparison is here made ranking the haaargkss of all objects (represented byRhe
value) with respect to their mass, as shown in E3g Here in the left plot all objects are showd an
no regular pattern can be actually recognized. DI®COS list, due to the filters imposed, is the
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only one that presents a general increasing oRthalue with the mass, while the UCS list (more
crowded and spatially more distributed) does nawshny pattern. This actually means that, as
expected, the heaviest objects are not the mostrd@zs ones, but there are combinations of area-
to-mass ratio, orbital altitude, lifetime, crosstmal area, mass and impact probability that make
medium size objects orbiting at medium-high al@sdhe major space debris threat. On the right
plot of Fig. 19, a close up, limiting again the m#s 5tons of the left plot is shown.

Figure 19: Impact probability of the objects of theee lists with respect to orbital altitude. Gos
up on the right.

From these last plots; it is clear that there ar@ groups of very hazardous debris. The heaviest
ones that are, however, not suitable targetdheconsidered application as they would require too
much foam (a rough idea of the foam mass with r&spethe object mass or area-to-mass ratio is
given in Sec. 1). Equally hazardous, but more sgalfor the foam-based method, targets atenl
debris moving around 1000n, these are contained in the UCS list and are thst hazardous ones

in the mass range considered. Slightly less hamarduut equally suitable targets for the proposed
methods, are 3-tbnsobjects around 85Km. These are enclosed both into the DISCOS and SSO
lists and can be considered as the preferred tasgate they move into a very crowded region (see.
Fig. 17).
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4 OPTIMUM FOAM BALL RADIUS

One of the main advantages of the proposed metbsdnl the possibility to tailor the foam ball on
target debris orbit and characteristics. Indeegfdlam ball size has to be identified during theyea
phases of the mission definition, according toshecific targeted debris and the mission schedule.
In this section we will consider both the time neegdo deorbit the debris with the foam-based
deorbiting method, and the impact probability oé ftoam ball with respect to other debris, to
estimate the optimum foam ball radius (see Sec. 2).

One of the major drawbacks of considering largausagialues is represented by the proportional
growth of the mass of ejected foam with the foamune, i.e. with the cube of the radius. Since the
area exposed to the atmospheric drag, under thettnggis on perfect sphere, only increases with
the radius squared, the expected area-to-massofatie foamed debris does not show an unlimited
growth.

Considering a foam density valug, after the expansion phase, dtgin? (see Sec. 7) and a range
of debris mass from 50 to 90@@, the obtainable area-to-mass ratio is given by:

2

- P (15)
rpri+mg

3>

wlps

wherer is the foam ball radius anfl}, the initial mass of the debris. Figure 20 shovesafrea-to-

mass ratio of the debris after the foaming protessdifferent values of the initial debris mass #or
range of foam ball radius from 1 to &b The red dots on each line highlight the maximartiorfor
the considered ranges of mass (50-9kf)Gand radius (1-18&).

Figure 20: Area-to-mass ratio vs. foam ball radanglifferent values of the initial debris mass.
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The cyan line in Fig. 20, corresponding to an ahitlebris mass of 900Ky, presents a maximum
point outside the considered range but we stillsidiered 15n a reasonable upper threshold for the
radius.

Curves maxima can be also obtained analyticallytaikjng the first derivative of Eq.(15) with
respect to the radius and expressing the optimudingas function of debris mass. It reads:

FEHE o (16)
F

Equation (16) thus provides the relation betweenhll radius resulting in the maximum area-to-
mass ratio and the debris size for a given valu®ain density. This relation is plotted in Fig. 21
considering masses from 50 to 90@p

Figure 21: Debris mass vs. optimum foam ball radius

It is worth mentioning that we are not considerihg initial volume of the debris itself so the
resulting values obtained in this analysis havieet@onsidered conservative. Moreover, this general
trend depends not only on the initial debris mastsitis strongly affected by the assumed foam
density value. Considering the density value safad, see Sec. 7, this method seems effective for
those debris with mass smaller than 1890but this value can be increased even by two i@eth
times considering smaller foam density values.

Results of this analysis still do not take intoaett the impact probability increase associateti wit
these large exposed areas. For this reason, thettvalues only represent an upper limit for the
foam ball radius that will be better assessed értaxt section considering the debris flux and the
resulting impact probability by means of the NASAf0del described in Sec. 2.3.

4.1 Foam balls impact probability

The identification of the optimum foam ball size feach debris starts from the assessment of the
deorbiting time of the debris and the correspondmpgact probability for different values of the
drag exposed area. The obtained curves show twositpprends for growing values of the foam
ball radius. The deorbiting time is computed by n®af the method described in Sec. 2.1 for
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different solar activity conditions. The impact pedbility is then obtained combining Eq.(11) with
the debris flux value obtained by means of the NA&odel, described in Sec. 2.3, for minimum
impactor diameter of 16m.

By way of example, Fig. 22 shows the impact prolitgl{left) and deorbiting time (right) values
interpolated by means of a third order polynomrabag the exposed area values. The two curves
are obtained considering, for the object of the @IS list with the highest impact probability
(index number 26), a variable quantity of foam vhiesults in different exposed areas, volumes
and then masses.

Figure 22: Impact probability (left) and deorbititige (right) vs. atmospheric drag exposed area
values.

For the purposes of an Active Debris Removal migsibe primary aim is a fast and safe debris
deorbiting. This entails that both a time and apant probability constraint should be satisfied.
This is a typical constrained minimum problem wh#re aim is to find the foam ball area that
minimizes a given performance index satisfying bo#guirements that can be treated as
constraints:

minJ (A p)
s.t (17)

PEA’ pg < I:t)hre'shold
T A'p <-Izhreshold
whereJ is the objective function (e.g. deorbiting timé)the foam ball exposed area gndhe
remaining parameters of the problem (e.g. initébds altitude, solar activity, etc.). The last two
relations ensure that the tim&@)(and impact probability ) requirements have to be always
satisfied if there is a non-empty admissible donfairthe solution of the minimum problem.

The constraints values are given by the guidelfiodewed by the national space agencies for
spacecrafts post-mission disposal. The deorbiting tonstraint is then identified with the y&ars
imit stated by the IADC guidelines (see Sec. jlevthe impact probability constraint is taken
considering the NASA requirements [12] for the pdolbity of accidental collisions with space
objects larger than 1€émin diameter: 0.001.

The size of the admissible region obviously depesrd¢he physical characteristics of target debris
and, in some cases, the deorbiting time and impattability requirements can definitely preclude
the existence of such region and accordingly thetiem of the problem of Eq.(17).
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Considering the deorbiting time as the objectivection, it is possible to associate two Lagrange
multipliers, and , to the constraints o andP in order to define an augmented performance
index: J=T+aP+bT. Furthermore two (positive) slack variablgé,andt?, are introduced in

order to turn the two inequalities of EQ.(17) inggualities. The minimum of the augmented
objective function, accordingly, can be obtainelyisa the following system:

a

(A ) A g
1A 1A
P(A)+ p’-0.00E 0
T(A)+t-25=0 (18)
2ap=0
2bt=0

where the first equation is the derivative of thgmented performance index with respect to foam
ball area (the independent variable), the secoddiaird are the results of the partial derivatioés

J with respect to the Lagrange multipliers and st kwo equations result from the derivatives
with respect to slack variables.

System (18), contains all possible situations twat take place in the minimization problem of
Eq.(17), i.e.:

- = =0; Jcorresponds td, i.e. the minimum of the deorbiting time is nohtwlled by the
constrains (the solution is in the allows region).

- =t=0; the minimum of the augmented performance inctexesponds to the minimum of
the deorbiting time that equals the time limit coamt (the solution is on the boundary of
the deorbiting time of the feasible region).

- p= =0; the minimum of the augmented performance inderga foam ball area providing
the maximum allowable impact probability (the s@atis on the boundary of the impact
probability of the feasible region).

- p=t=0; the foam ball area value obtained solving ¥stesn represents both a limit time and
impact probability constraint (the deorbiting tirhbeundary and the impact probability one
correspond and the solution is in that point).

It is clear that only some of these cases may pgeovalid solutions. Nonetheless, considering the
characteristics of the debris listed in Sec. 3.astof the debris of the DISCOS list exhibit an
empty admissible domain for the solution of theimimm problem. By way of example, two debris
(n°16 and 4) of the DISCOS list have been consdlarel the corresponding foam ball area versus
deorbiting time and impact probability plots areegi in Fig. 23.
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Figure 23: Foam ball area vs. deorbiting time angact probability for debris n°16 and 4 of the
DISCOS list. In the lower plot, the forbidden remis overshadowed.

Plots of Fig. 23 show the forbidden region giventhg constraints on the impact probability (blue
region) and the deorbiting time (red region). Tip@er plot of Fig. 23 clearly shows a non-empty
admissible domain for the solution of the minimuneldem (white region), where the system of
Eqgs.(18) provides a valid solution. On the contréigm the lower plot of Fig. 23, it is clear that
debris n°4 of the DISCOS list can not deorbit witlihe 25yearslimit satisfying also the impact
probability constraint, i.e. there is no admissitdéemain for the solution of the minimum problem
since the forbidden regions overlap.

Since the behaviour shown for debris n°4 of the@DS list is rather representative for the whole
list (35/50), this method is not here adopted aitiio it represents the classical way to handle
constrained minimization problems. For the sakeavhpleteness, in the other two lists, this region
superposition occurs only for 3 out of 237 deboisthe UCS list and for 11 out of 140 debris for

the SSO list.

A completely different approach, which is actuadytrade between the two criterions, is here
followed. It is based on the assumptions that e former requirements represent guidelines
rather than constraints. This method allows a langenber of valid results as it aims at the
identification of the minimum of a weighted sum:

min aP(Ap)+bT(ADP (19)

where, in this case,and represent non-dimensionalizing parameters fotvtloequ antities T and
P). These two parameters, indeed, are obtainedeagerse of the maximum allowable impact

probability (@ =¥PR, .., and of the time limit @ =T, . .,). For the actual computations,

however, the deorbiting time threshold has beennasd as years considered as a very desirable
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goal. It is worth stressing that all the above d@erations are still valid since the allowed region
just tends to be shirked down decreasing the digngltime threshold.

The two resulting non-dimensional curves have tseenmed up to obtain a total curve as shown in
Eq.(19), which exhibits a minimum for the optimallwe of the drag-exposed area, see Fig. 24.

Figure 24: Sum curve of the impact probability arbiting time vs. atmospheric drag exposed
area values. The red dot highlights the minimurok3on the Y axis have been omitted since they
actually have no physical meaning.

Thus, the optimal ball size is obtained as the bestpromise between deorbiting time and impact
probability for each debris considered for whicplat like the one of Fig. 24 has been drawn. Of
course, this value is not only function of debrisi@l elements and physics characteristics, a4 al
the atmospheric conditions play a primary rolehia assessment of these values. In this approach,
the two requirements are a-posteriori consideregetdfy if the foam ball area value obtained
satisfies the two criteria.

Finally, it is worth mentioning that comparing thesults of the first method (for those debris
allowing the application of the method) with theegnst described, the maximum, minimum and
average difference between the predicted deorhitings are 1.3, 0 and 0.§2ars The maximum,
minimum and average differences between these oam ball radii and the old ones are -0.32, 0
and -0.15m.

4.2 Results and performance

Figures 25-27 show the optimum foam ball radiustfer DISCOS debris, their deorbiting time
before and after the foaming process (in the fahayd efined as “foamed deorbiting time”) and the
ratio of these two values for three different s@ativity and atmospheric density conditions. All
these three conditions can be modelled with theigi@riester atmospheric model (see Sec. 2.2)
and correspond to minimum, medium and maximum saddéivity conditions. Since in the DISCOS
list used for this analysis is catalogued by insieg mass, the radius values show an increasing
tendency in each of the optimum foam ball radiwgsplEach plot also presents a horizontal red line
at 10m, assumed (see Sec. 1) as a reasonable upperothréshthe ball radii (see Fig. 6).
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Figure 25: Optimum foam ball radius, natural detimbitime, foamed deorbiting time and their
ratio for the DISCOS list in the minimum densityerario.

It is clear from plots in Fig. 25 that results db&ble with this method, considering a scenaridwit
constant minimum atmospheric density, are actualyencouraging. The foam ball radii span from
5.7 to 10.8m, providing deorbiting time values from 19 up tdj@ars It is still important to note
that, even if the debris deorbiting time does rogtecwith the desirable goal valueyé&arg or with

the limit provided by IADC Guidelines (2fearg, the ratios between the deorbiting time after and
before the foaming process lie between 3.3 andef@entage points. Thus, even in a so unrealistic
scenario, this method provides an enhancementeotidorbiting time up to 30 times the natural
deorbiting time of debris. Indeed, the assumptibat the atmospheric density remains at its
minimum is rather unrealistic as it depends onsthlar cycle with a period close to §éars

It is then important to remark that for this methas$ for any other method based on drag
augmentation, it is more realistic to assume thaaive debris removal mission should have to be
started during a medium or even a high atmosplueitsity period (see Sec. 2.2). Under this
consideration, the results related to the mediumogapheric density case, presented in Fig. 26,
deserve much more attention since they represeotra realistic application scenario.
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Figure 26: Optimum foam ball radius, natural detimgitime, foamed deorbiting time and their
ratio for the DISCOS list in the medium density rsargo.

In the upper plot of Fig. 26 the optimal foam bralflii for DISCOS debris, span from slightly more
than 2m up to about 6m with most of the deorbiting time values lower th2h yearsand an
average deorbiting time ratio smaller than 20% oAis this case some of debris do not succeed in
deorbiting within the prescribed time limit, buistworth noting that the radius value could $tél
increased (see Fig. 21) and that the deorbiting tsvenhanced up to 25 times the natural deorbiting
time. The anomalous behaviour of debris n°3, thewhich shows a deorbiting time ratio of 100%,
is due to the original area-to-mass of the objeat already grants a deorbiting time of less than 2
yearsin a medium atmospheric density scenario.

The same analysis has been carried out also fdridiined ensity model, as shown in Fig. 27.
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Figure 27: Optimum foam ball radius, natural detimbitime, foamed deorbiting time and their
ratio for the DISCOS list in the maximum densitesario.

A mission scenario with this maximum atmospheriogity model provides, of course, much better
results both in terms of foam ball radius (slighgipaller than the previous ones) and deorbiting
time for each debris but, on the other hand, tleraaye deorbiting time ratio turns out to be 30%.
This difference is quite obvious since the natdemrbiting time values run into a high decrease and
a drag augmentation method becomes not so essésial in this case those debris with a large
area-to-mass ratio do not get significant advarstéigen the utilization of this method.

Figure 28 shows the impact probability for eachnied object of the DISCOS debris respectively
in the minimum, medium and maximum atmospheric tgnsgimes. These values are obtained by
means of the NASA 90 formulation described in Se4.for the optimum foam ball radius values.

Also in this case, we can observe an increasindetecy in the impact probability plot due to debris

list sorting. Indeed, heavy objects tends to haveyér deorbiting times and, consequently, higher
impact probability.
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Figure 28: Impact probability for the DISCOS listthe minimum, medium and maximum density
scenario.

Observing the original area-to-mass ratio andhtmnge for different atmospheric density scenarios,
it is easy to notice that objects with a large goeenass ratio do not get significant advantagesifr
this drag augmentation method and the influencth@fatmospheric density scenario, as shown in
Figs. 29-30.

Figure 29: Original area-to-mass ratio for the dsebf the DISCOS list.

Figure 30 shows the area-to-mass ratio of foambdglever the original debris area-to-mass ratio,
plotted in Fig. 29, for each debris in the DISC@&5 ih the three atmospheric density scenarios. In
Fig. 30 it is easy to observe that the increasthénarea-to-mass ratio before and after the foaming
process, changes for the three scenarios. In pertjdor a given debris, this value is, on average
larger in the minimum density scenario than indtieer two.
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Figure 30: Foamed area-to-mass ratio and old-to-@rea-to-mass ratio for the DISCOS debris list
in minimum, medium and maximum density scenarios.

Figures 29-30 also clearly show the reason of timmalous behaviour previously described for
some debris showing a deorbiting time ratio of 1008cthat case the original area-to-mass ratio
(see Fig. 29 for debris n°3) is already large ehothgit no valuable effects can be provided by the
foam-based method (or any other drag augmentaguite).

Since the ball radii, resulting from the high dénsicenario, in some cases lead to deorbiting times
shorter than 4years it is possible to assume that, for these delbiis, most suitable period to
perform the deorbiting is actually representedhylatter one.

Itis then worth to stress again that for a reialistission, some of the target debris should cotaple
their deorbiting phase within a high atmospheriogitg period, while others should have to be
targeted and begin their deorbiting phase durihggh atmospheric density period. The deorbiting
phase would definitely last more than few yearsame cases, but the deorbiting time provided by
the medium density solution still represents a eoretive result. Moreover, it is worth saying that
similar analyses, carried out for the other twaslifor the minimum and the maximum density
scenarios, have shown the same tendency of the @SBt For this reason, the following
analyses, on the all three lists, are carried oy oonsidering the medium density scenario (see
Sec. 2.2).

For the sake of completeness, Figs. 31-32 showah® plots of Figs. 25-27 for a medium density

scenario, taking into account the proprietary S$@ BHCS lists described in Sec. 3. The same
considerations drawn above can still be done eweithiese two cases, one more crowded and the
other spatially more distributed.
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Figure 31: Optimum foam ball radius, natural detimbitime, foamed deorbiting time and their
ratio for the proprietary SSO list in the mediunmsig/ scenario.

In both cases 1f limit represent a reasonable assumption and alaibdebris can be deorbited
considering a radius below this threshold. Morepwerthe SSO list almost all debris can be
deorbited within 2%ears while in the UCS one less than the 10% is beybrgithreshold.

Figure 32: Optimum foam ball radius, natural detimgitime, foamed deorbiting time and their
ratio for the UCS list in the medium density scamar
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For the sake of completeness, in Fig. 33 alsorttpact probability for the proprietary SSO list in
the medium density scenario is shown.

Figure 33: Impact probability for the proprietar@ list in the medium density scenario.

In the same fashion of Fig. 29 and Fig. 33, Figsi3dws the impact probability for the UCS list in
the medium density scenario.

Figure 34: Impact probability for the UCS list met medium density scenario.

Once again, for both the proprietary SSO and UES,lwe can notice higher impact probability
values for the heaviest objects.

In order to better understand the impact of theppsed approach on each debris and to identify in
which cases this method provides major benefitgtfermitigation of the debris population, some
analyses are here reported considering the debaiktbe three list described in Sec. 3 at once.

In Fig. 35, the optimum radii, calculated using tinethod described in this section, are plotted
versus the debris mass. The red line in the plitassame line of Fig. 21 and it is here presetded
highlight the difference between the optimum radibsained considering the impact probability
(blue dots) and the theoretical value obtained l®ams of Eq.(16), where only the area-to-mass
ratio is considered.
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Figure 35: Debris mass vs. optimum radius. Thdinedrepresents the optimum radius value as
function of the debris mass, obtained neglectiregitipact probability.

It is clear that the deorbiting time estimated floe foamed debris can be further improved with
respect to the values previously reported. Indeeddam ball radius can be still increased in order
to reach higher area-to-mass ratio, thus acceftigiger impact probability. Some of the leftmost
blue dots are not wrapped by the red line in Fig.This happens due to the assumption of Eq.(15)
about the initial volume of the debris. Indeedstharameter has been taken into account for the
analysis considering the impact probability, buthés been neglected to derive the analytical
relation of Eq.(16) .

In order to complete this analysis, this sectiosoaprovides several analysis and general
considerations on the changing of the charactesisif all the debris listed in Sec. 3.1 after the

foaming process.

From the plot in Fig. 36, it is possible to notiteat high values of area-to-mass ratio, and
accordingly small values of deorbiting time, car be obtained for heavy debris.

Figure 36: Debris mass vs. foamed debris area-®smatio.
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In particular, an area-to-mass ratio of 0.07, neghio deorbit from 908m of altitude within 25
years(see Sec. 1), is not obtainable for debris hedkiam 100kg. As stated before, this result can
be further improved increasing the optimum radiakig so far considered.

Figure 37 shows the change in the area-to-masshbatore and after the foaming process. As it is
easy to observe, for growing values of the origineda-to-mass ratio, the final value of this

parameter does not keep growing. Indeed, as alretatgd, this method, as any other drag
augmentation method, loses efficacy for those dehait already have a large value of the area-to-
mass ratio.

Figure 37: Original debris area-to-mass ratio ¥anfed debris area-to-mass ratio.

This behaviour is even more evident consideringptio¢ of Fig. 38 where the foamed-to-original
area-to-mass ratio is plotted versus the origima. After the foaming process, the area-to-mass
ratio is increased up to 35 times for those debitls a small value of the original ratio. Looking a
the right side of the plot, however, we can notitat this increase becomes smaller and smaller
until it reaches values close to 1.

Figure 38: Original area-to-mass ratio is plottedsus foamed-to-original area-to-mass ratio.
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Considering again the debris mass, we can see Ffigni39 that also debris heavier than 16g0
obtain major benefits from this method, since trdgiprbiting time is lowered up to 1/10 of the
original one. For some debris, as already highdidtitefore, the method is actually useless since the
deorbiting time is not effectively changed, but foost of them (90%) the deorbiting time is the
20% of the original one and the average ratio betwine deorbiting time after and before the
foaming process is about 12%.

Figure 39: Debris mass vs. foamed-to-natural déogofime ratio.

The foamed deorbiting time values are shown in &#gwith respect to the debris mass.

Figure 40: Debris mass vs. deorbiting time of fodrdebris.

The red line shows a y@arslimit and the 71.6% of the total number of deltg®rbits within this
timespan. If we consider 3earsas a suitable deorbiting time, instead, we cantfsatethe 91.6%
of debris would decay within the given time assugrarrealistic medium density model.

Furthermore, considering the deorbiting time ofniea debris with respect to the natural deorbiting
time, see Fig. 41, it is possible to identify amast linear relationship between these two quastiti
The deorbiting time for most of the foamed debaoasidered is 1/10 of the original one. For many
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debris, however, the increasing in the natural lhiéog time behaves more than linearly reaching
up to 1/100 of the original time.

Figure 41: Natural deorbiting time vs. deorbitiirge of foamed debris.

Considering the ratio of the two quantities plotiedFig. 41 with respect to the initial orbital
altitude of the debris, Fig. 42 shows the perforogaaf this method in different space regions. It is
actually reasonable to say that the performandaeoinethod is not affected by the initial position
of the debris. Most of the debris actually showuesl of the deorbiting time ratio around the 20%
and since most of the considered debris lie in8d@km of altitude region, those debris drifting
away from this value are mainly placed in this oegi

Figure 42: Orbital altitude vs. foamed-to-naturabtbiting time.

From the analysis of Fig. 43, finally, it is evemnma clear that the initial altitude of the objeced

not affect the achievable area-to-mass ratio vahok that fast decays can be obtained also for
debris up to 90&m of altitude. Once again, only the 6.3% of the ltakebris number does not
deorbit within 25yearsand these debris are all located between 750 aD&N
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Figure 43: The left plot shows the orbital altituwtse the foamed debris area-to-mass ratio. The righ
plot shows the orbital altitude vs. the deorbitiimge of the debris after the foaming process.

All these analyses aim to highlight the effectivemef this method considering the suitable size of
foam balls and the corresponding deorbiting timtkues Moreover, it has been shown that the
proposed method, even if more suitable for debitis mass below 100Kg, may be applied also to
heavier objects, regardless of their initial attitu It is worth stressing again that the foam dgnsi
the major parameter affecting all the obtainedltesu
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5 FOAM GENERALITIES

After the general considerations on the active sghebris foam-based removal mission scenario,
let us focus on the key technological aspects efptoposed method. This and the two following

sections are devoted to investigate about the rim@m characteristics and to identify suitable

candidates.

Foams can be considered biphasic materials withmadtructure enclosing hollow regions or gas
bubbles. These regions are usually referredels to discriminate between the structure of the
foam and the inflating component. There is a funeratial distinction between chemical foaming,
where a special component starts the expansionphpslical foaming, wherein a gas or volatile
liquid is added to the mixture [40].

The aim of this section is to provide an overviel tbe main foam characteristics, their

composition and foaming processes. While Sec. tedqgnts a brief summary of the state of the art
of expanding foams used for ground- and space-dbagplications, the following sections deals

with the main foaming phases and possible improvesnef foam characteristics. The survey
presented in this section aims to identify a suéalmam class whose main characteristics are
pointed outin Sec. 7.

The great majority of available foams are testedyiound-based applications for thermal and
acoustic insulations and light-weight applicatioBgpanding foams are substances able to increase
their volume many times. There are foams able paed up to 280 times [41] their original volume

in atmosphere (bar) and, considering also foams with low physicalsistency (e.g. fire fighting
foams), expansion factor (the ratio between thenmhvolume and the original one) values of 1000
can be achieved [42]. It has to be stressed singethat, in vacuum the expansion factor for the
already available foams increases as the outsidsspre is zero. Foam physical and chemical
characteristics, as surface tension and viscaoslity represent driving factors for the expansion of
the foam cells, that have to be able to contairthal gas chemically produced or mechanically
introduced (see Sec. 6).

Solid foams have outstanding low weights as thgelapart of their volume consists of gas, while
the restis solid material incorporating structwela@iments. They have high strength and loadability
if compared to their small mass and density. Sédidms can be used as thermal and sound
insulators, energy absorbers, as fire retardanteatidguisher [43]. Industry interest in this kindl
structures also reflects in some experiments afmauh utilization in space, such as the Admatis
Ltd. Experiment on FOam Casting and UtilizatiorSipace (FOCUS) conducted in February 2010
on board of the European Columbus laboratory moditae ISS [44].

Different foams have been used in space over thessyer cladding the payload section in the nose
cone of the Ariane 5 launcher rocket. This protaiddicate satellites from the high acoustic
pressure exerted on the rocket during the stapghgse [45]. Solimide polyimide insulation foams
have been adopted in the construction of the Sghadle fleet. In the beginning, the Space Shuttle
used foam for standard thermal insulation, pacl@gnd protecting fragile equipment. Since
solimide foam remains flexible and resilient, desphe strong temperature swings of the space
environment, it has been also used for cryogersialation of fuel tanks on major rocket propulsion
systems [46].

For the sake of completeness, there is at leastthef foam type that has been used in space
missions, like Mars Pathfinder [47] and Stardu$[4nd that has been recognized as the solid with
the lowest density nowadays available: Aerogel .[#8rogel is not like conventional foams, but is
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a special porous material with extreme micropoyosih a micron scale with many unusual
properties, such as low thermal conductivity, refik@ index and sound speed, in addition to its
exceptional ability to capture fast moving dust][49

5.1 Foam Classes and Characteristics

Foams characteristics are extremely various aneé-wadging due to the different nature of the
various substances that may form their gaseousasantell as their liquid or solid part. For this
reason, industry demonstrates growing interestiferexploitation of advantages provided by foam
structures.

In general, bubbles are created into a viscousumaxat pressure, during the foaming process,
higher than the external one. In these conditibesptessure difference acts as the driving force fo
the expansion. However, the fluid viscosity andrixction time for the polymerization have to be
such that bubbles remain trapped into the mixtueflowing outside. One of the most important
characteristic classifying foams, indeed, is tmedtire of its cells. There exislosed-celfoams, in
which an insulating gas is retained within the sedfindopen-cellfoams [50]. The foam nature is
crucial also for the selection of the deorbitingrio here sought as their use in vacuum may be
strongly influenced by this characteristic. Closedl- foams usually exhibit higher rigidity and
strength but this mainly depends on the resin tasig® to the outer environment (and interior-
exterior pressure difference, see Sec. 6). On tmdrary, open-cell foams are not particularly
affected by this problem but their mechanical progse are typically reduced by the absence of
their own interior gas.

As mentioned, the most important characteristiessifying specific foam is the structure of its
cells. The two main classes can be detailed asisli

In closed-cell foamsgas is retained within the cells. This means thatdecomposition of
the blowing agent remains inside the foam actinginasilating gas. Insulation can be
measured by means of tRevalue indicating the resistance to the heat fl6@j [ Closed-cell
foams have very high insulating characteristicsittermore, the close structure of cells
results in high effective air barrier, low moistypermeability and excellent water resistance.
These foams are characterized by a good rigiditysarength.

In open-cell foamscell structures are not closed and the gas doesemain trapped into
the foamed structure. These foams are lighter thanclosed-cell ones; in particular they
have a lower density that corresponds to a higledd.yThermal insulating properties of
these foams are lower than the one of closed-@afins and are more permeable to moisture
vapour and water. Open-cell foams are more effectivan closed-cell foams as sound
barrier. They have a soft appearance and a loglityi and strength with respect to closed-
cell foams.

In brief, open-cell foams present interconnectelblbes, while closed-cell foams are characterized
by spatially separated bubbles. Some (and forsorexhaustive) characteristics of these two kinds
of foam are summarized in Tab. 6:
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Closed-cell Open-cell
Low vapour permeability | High vapour permeability
Good water insulating Good sound insulating
Medium density Low density
High strength and rigidity | Low strength and rigidity
Table 6 Comparison of closed-cell and open-celirf@haracteristics

These considerations led to focus our choice, iregd, on open-cell foams which may be easier to
obtain in vacuum [15]. Furthermore, for the appl@ahere considered, open-cell foams represent
the best choice, in particular due to their exp@am$actor, larger than the one of closed-cell foams
and their typically lower density value [51].

5.2 Foam Kinds

A further foam classification deserves special rdgitbe. In this section foams are classified
according to the material they originate from. Ténigerion is fundamental in order to select the
specific foam kind for the deorbiting applicatiddased on this criterion, foams can be classified in

Glass Foars are commercially available since the first hatthe 20"
century. They can be either made from molten glagsom sintered
glass particles. Their structural properties aree#ent and are
maintained for long time, thus they are suitabied(emainly used) for
insulation purposes. The basic manufacturing guiedio produce this
kind of foams is to generate a gas into moltensy&tsa temperature
between 700 and 90T [52]. The gas expansion forms bubbles that,
remaining trapped into the glass, produce a stracti cells and
hence a porous body, see Fig. 44.

Depending on the initial state of the glass usddaaing agent may
be required. Typically, the use of sintered glasgigles requires the
heating of a mixture of sintered glass particled &maming agent
[52]. During this phase the glass powder melts taedfoaming agent decomposes producing gas.
Accordingly, the bubbles, if the fluid has suffisteviscosity, are captured during the foaming
process. The temperature change rate is a créggct for the glass foam production as well as the
temperature uniformity. If the temperature is taghh bubbles will rise and the body will collapse
do not forming foam bodies [54].

Figure44: Microscopic
structure of glass foam [53].

Suitable foaming agents can be calcium sulphateS@Jaor calcium carbonate (CaGO
Depending on the selected foaming agent, therebwifproduction of sulphur gases from CaS®
CO; from CaCQ. In particular, gypsum and limestone are the ragsilable source of CaS@nd

of CaCQ, respectively. The foaming agent particle size@# the cell dimension [55], influencing
performance and characteristics of glass foamsrahdn the density of the product. The density of
glass foam is a typical factor determining its gyathe lower the density, the lower the thermal
conductivity of the product. Furthermore, the serallhe cell size, the higher the compressive
strength.
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The brittleness that characterize glass, and dsglasks foams, makes this kind of foam unsuitable
for our application.

Ceramic foamsare porous materials that consist of
polyhedral cells (see Fig. 45), with average lindiemension
ranging from 10um to somemm Current commercially
available ceramic foams include compositions sush a
alumina, zirconia, cordierite, mullite, silica,isdn carbide
and hydroxyapatite [56].

Depending on their morphology (e.g. open- or closeks,

pores size and their distribution), ceramic foais loe used

as filters, catalyst support, reinforcement for ahehatrix

composites, thermal protections systems, supportsgace Figure45: Ceramic foam sample
mirrors, heat exchangers (graphite foams) and so on [57].

This wide range of utilizations is mainly due toeithhigh melting point, adjustable electronic

properties, high corrosion and wear resistance th@gewith the mechanical and physical

characteristics gained through the foaming procEssse characteristics are usually coupled with
low density, low thermal conductivity and high sjiecstrength.

Currently, there are three main manufacturing psseg to fabricate ceramic foams [56]. One of
these uses polymeric foams as mould to obtain derimams, impregnating a cellular structure by
a ceramic suspension of appropriate viscosity. @dlgmeric foam is removed in a second step. A
different technique is based on the preparatiom @bntinuous ceramic matrix where a second
phase is continuously dispersed and has to be dnauneto give the final porosity. The last method
(direct foaming) uses a blowing agent as volaidgiitl, combustible solid particles or the gas
produced by reactions (or eventually added), toege the ceramic foam mixture. A high

temperature sintering may occur at the end of tlieegss to obtain better mechanical properties.
The porosity of the foam at the end of this progegzoportional to the amount of gas blown into
the suspension during the foaming process, whitepibres size depends on the stability of the
mixture.

Since the wet foam is a thermodynamically unstalytem (where bubbles grow and coarse), the
most critical issue in direct foaming processeshis stabilization of gas bubbles in the initial
mixture. Stabilization can be performed using stteats (compounds lowering the liquid surface
tension) like long-chain amphiphilic molecules. Jhapproach presents the main disadvantage to
have absorption energy of surfactants at the gasdlinterface, so their use requires a settingnige
to consolidate the foam microstructure [56]. Thigtlmod probably gives the widest range of
cellular structures and hence physical and mechbpioperties [56].

Ceramic foams definitely do not represent a swatabhndidate for our purpose since their
manufacturing process could represent the majoe is® the application in space environment.

Metallic foamsare rigid metallic structures containing a largacfion of gas, see Fig. 46. These

materials are structurally similar to polyurethdoams, although the mechanical properties of the
basic metals make these foams stiff and excellentehergy absorption. Typically these foams
retain most of the physical characteristics of dhiginal material, but they have very low specific

weight.

Such foams are obtained mixing the blowing agerti e powdered metal, then pressing and
heating the blend up to the metal melting poinf[38e selection of the blowing agent is chosen
according to the release of gas at a temperatoee ¢b the metal melting temperature, so that the
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foaming may occur immediately before the coolincheTsample is
immediately chilled to trap this foam structureoirthe solid state. This
usually results in closed-cell foams. There ar® ather techniques that
might lead to open-cell structures [58].

Microgravity experiments have been conducted onalietfoams to
understand its behaviour in space environment g5 to develop a new
high strength metal foam materials for space apfidiaos [60].
Nevertheless, for the particular applicaton heoasidered this class of
foams seems to have, in general, too high mechgmioperties (not really
required), too large weight and too low expansgxtdrs.

Polymeric Foamspresent the significant advantage that almostyever _
polymer can be used to produce foam with good nréchbproperties and Figure4€: Metallic

low price. The selection of a specific polymer degeon the desirec foam sample [S8].
application and can result in a rigid or flexibleam. Elastomers result in flexible foams, while
glassy polymers produce rigid foams. The foamingcess starts from the mixing stage, where the
two (typically) foam components are mixed togethdgreafter the bubbles start nucleating within
the slurry and growing within [43]. When the polyndbviding the bubbles is reduced to a small
film, bubbles start to coalesce and change fromdaimost circular to polyhedral form. In the end,
the curing stage takes place where the foam m=rdue to the completion of the polymerization
process [43]. Usually the nucleation gas is disstlinto the components and the total amount of
gas dissolved depends on the pressure, the dudtittve process and the surface diffusion of the
liquid. During this step the gas nuclei generaidds aspect could be rather problematic when the
outside pressure is very close to zero, possilgyirang a controlled atmosphere for the nucleation
process. Considering current foams, non ad-hoclojgee for space applications, the selection of
such foams would also impose constraints on thi faacleating device (see Sec. 9).

The most common polymeric foams, combining exceélleachanical and physical properties with
a rather simple production process, can be clags#s:

o Polyurethane foamsicludes a large number of polymers formed throthghpolyaddition of
polyfunctional isocyanates and reactive polyfuntdibcompounds [50]. Polyurethanes are the
most versatile polymers with a number of differfamtns, ranging from lightweight rigid foams
to soft flexible foams and even dense solid contjpos. Polyurethane is obtained through the
chemical reaction between di-isocyanates and glycalpplied as polyesters or polyethers
[50]. Polyurethane was developed by Bayer in Gesmiari937, and later in the United States
in 1953 [50]. It is formed by a two-part liquid ntuxe that uses monomer solutions mixing to
produce foams. One of components of the mixturesisté in a polymeric diol or triol, a
blowing agent, a surfactant and a catalyst mixeth viine polyisocyanate. All of these
components are required.

Upon mixing, a polymerization reaction occurs irethdirections, leading to a large molecule
that is rigidly held into a three dimensional sttme. At the same time a small amount of
water, usually available within one of componenitshe mixture, reacts with the isocyanate
resulting in the release of carbon dioxide gL@vhich causes the foaming. The blowing agent,
a low boiling liquid, is vaporized by the heat betreaction and along with the carbon dioxide
creates gas bubbles into the viscous mixture a#rma sets into a rigid mass. The cell size and
structure of the foam is controlled by the silicauefactant.

The reaction between isocyanate and water, runpallel to the urethane reaction is
represented in Fig. 47 together with a generalaglurethane reaction scheme [61].
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Figure 47: Typical reaction scheme of polyurethane gaseous carbon dioxide formation. The
urethane group is highlighted in the shadowed neg¢a[61].

At the end of this bubble formation phase, bublglesv, coalesce and the mixture is confined
by thin films among them, keeping the bubbles iagite mixture. During this step also several
stabilization reactions take place. The balancimgpreg bubble growth, reaction progress and
stabilizers determines the open-/closed-cell foamnctuire. A mismatch among these factors
can cause or the collapse of the foam, due toutpieire of the cell membranes, or, for a closed-
cell structure, a not completely expanded foanthasell membranes are over stabilized.

In order to obtain rigid foams, polyester with aghout highly reactive chain and a physical
foaming agent have to be mixed [40,61]. At thiseleof analysis, this kind of foams seems to
be the best candidate for our application duestoeiasonably high expansion factor (typically),
flexibility and its relatively simple production.

Polyethylene foamare obtained by foaming polyethylene. Polyethyleseany other polymer,

is composed of a long monomer (-&£Hchain first accidentally synthesized by Hans von

Pechmann in 1898 while heating diazomethane [6@].t8e term polyethylene describes a

huge family of resins obtained by polymerizing etbanolecules. The general shape of such a
molecule is shown in Fig. 48.

Figure 48: Ethene molecule, the fundamental chdrgioaip of polyethylene foams.

Polyethylene is, so far, the largest volume comimépolymer and it can be formed by a wide
variety of thermoplastic processing methods. [iasticularly useful where moisture resistance
and low cost are required and it can have bothaleevhigh density.

Reactions causing the foaming of this class of neseare very similar to the ones described
for polyurethane foams. The ethylene converts taret taking its place in the polymeric chain.
In this case, gas can be introduced by means @ivary agent. This agent can be of chemical
nature (e.g. sodium bicarbonate, NaHL@énd it is typically a material with low decomptisn
temperature. During the decomposition a large amotirgas is released into the mixture.
However, the blowing agent can also have physiaalre (e.g. hydrocarbons). In this case the
polymer is physically blended with a blowing agéahd additives) at high temperatures.
Polyethylene foams have a wide density range. Aliegly they can be classified as [63]:

high density polyethylene foams: [0.5 glEn?
medium density polyethylene foams: [0.1, @&n?
low density polyethylene foams: < Qyicn?
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This last category, in particular, presents a gasetymer volume ratio larger than 10 [63].

Polystyrene foamare the result of foaming processes on polystyresms. Polystyrene is a
linear polymer of styrene, see Fig. 49, whose cmwe is energetically very favourable and
occurs spontaneously on heating without the addaiinitiators or catalysts [64].

Figure 49: Monomer (left) and polymeric chain (tighf the polystyrene molecule [64].

Addition of butadiene-based rubbers increases impasistance and copolymerization of

styrene with co-monomers such as acrylonitrile ataic anhydride producing plastics resistant
to heat and solvents [64]. An extremely wide perfance range can be achieved by using
various styrene plastics. Within each group, aoidéi variations can be expected. In order to
obtain other properties and specific polymer beharg for a given application, an appropriate
resin must be chosen during fabrication.

Polystyrene foaming beads were developed in th@®d &y BASF under the trademark of
Styropor [64]. These beads are made by suspensitymprization in presence of blowing
agents such as pentane or hexane, or by post-prasgn with the same blowing agents. Two
completely different production systems are based eatrusion of styrene chains and
lamination, producing foam sheets. The physicatattaristic of the resulting styrene-based
foams are heavily affected by the production prec&everal typical physical properties of
polystyrene foams, classified according to the podidn process, are listed in Tab. 7.

Styrofoam | Beadboard-
E>)</truded molded Foam Sheet
Density kg/m’] 35 32 96
Compressive Strength kPa] 31C 207-27¢ 29C
Tensile Strength kPa] 517 31(C-37¢ 207(-345(
Flexural Strength [MPa] 113¢ 37¢-517 -
Thermal Conductivity [ W/mK] 0.03( 0.03¢ 0.03t

Table 7 Some relevant polystyrene physical charatits [64].

In particular, polystyrene foamed products arertmailt of polystyrene resins containing few
percentage points of blowing agent. The styreneamans polymerize and then the beads are
impregnated with the blowing agent [64]. An agitatoixes the styrene monomers with water
controlling pressure and temperature of the slulfier the process, a dewatering process is
required to obtain, usually, expanded polystyreagiel foams. This plastic material has closed-
cell structure and low density (around 0.02-(901571”). In normal conditions such foams can
expand up to 40 times their volume [65]. Given rttgpical internal structure, this kind of
foams does notrepresent a suitable candidateufquurpose.

Polyvinylchloride foamsare the result of gas inclusion into polyvinyldidie resins.
Polyvinylchloride (PVC) is a polymer prepared frasinyl chloride monomers. The chemical
structure of such monomers is shown in Fig. 50.

62



Figure 50: Polyvinylchloride monomer before (leifyd after (right) the polymerization process

Its relatively low price and the wide range of gbiesapplications make PVC one of the most
versatile commercial polymers. Due to the wide mrg PVC polymers commercially
available, it is not easy to give a precise des$ionpof its properties. PVC is never used alone
and each possible additive, as well as its molecukss, influences the final characteristics of
the polymer. In particular, flexible PVC and plasts [66] are produced by the addition of
plasticizers during the polymerization process.s#dals, commonly called pastes, are
dispersions of PVC powders in plasticizers [66]. s plasticizer can satisfy all the desired
properties, several plasticizers are usually miwedto obtain the final product. Moreover,
blowing agents such as azodicarbonamide have d@nldbed for foamed PVC production [66].

Also in this case the basic principles of the faamprocess are the same of previous polymeric
foam kinds. The foaming agent is usually carborxidie that represents the gas trapped into
the foam bubbles. The mechanical properties ofelsalting foam are quite various depending
on the specific plasticizer added. Its specific gheiis low (almost one half of solid PVC)
although the structure is very rigid, high resistanmoisture and easy to manipulate [66,67].

From this excursus on foam classes, it is clear gbéymeric foams offer the best combination of

characteristics for the considered application. [@&/lylass and ceramic foams are fragile, not
particularly light and not broadly adaptable actorgthe foaming process, the metallic foams are
too heavy and with mechanical properties not regufor deorbiting purposes. Polymeric foams,

and in particular polyurethane foams, are thuscgatdeas the foam class candidate for the foam-
based debris deorbiting system. This specific cieshosen due to its reasonably high expansion
factor (typically), flexibility and its relativelgimple production.

Before moving forward with the polymeric foam dission, let us briefly describe the other

fundamental component to obtain a foamed body feosolid material. Additives are required in

almost every kind of foaming process, regardlessfthe foam kind and the resulting structure.
The final physical and chemical characteristicshef foamed body are highly dependent from the
specific additive considered. Additives can besifad in two main classes:

o Foaming (blowing) agentsre inorganic or organic additives that producdoamed
structure [68]. They are extensively used in PVOlygthylene, polypropylene and
polystyrene production processes, in order to impioroperties and appearance as well as
to reduce weight. Blowing agents can be class#igeither physical or chemical. Physical
blowing agents are volatile liquids or compressadsgs dissolved in the polymer changing
state during the cellular structure formation pesceChemical blowing agents decompose
thermally to liberate gasses that form a foamed ypco[68].

o Impact modifiersact by absorbing the impact energy and dissipatinbhey are typically
represented by elastomers added to a wide rantieeohoplastic materials at levels up to
20% [68]. The major types of impact modifiers arerylics, styrenics including
methacrylate—butadiene—styrene copolymers and éwityle-Butadiene-Styrene [68].
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5.3 Polymerization and Curing

As previously mentioned in this chapter, gas mdeean be dispersed in the polymeric matrix by
dissolution in the molten state, or by reaction hmit the polymer before, during or after
polymerization. Thus, gas formation within the pobr is a necessary condition for foaming, as
well as the polymer capability to hold gaseous heshuntil a stable structure is obtained. Polymer
properties and strength are the governing aspedttigh expansion ratio foams, as the ones sought
for the deorbiting application.

Too high polymeric strength, indeed, could causdraged expansion although a fine celled
structure can be established. On the contrary, npp@lyweakness could lead to quick over
expansions or bubble ruptures. In these conditiansacceptable expansion may occur, but, due to
the poor material strength, foam shrinking will taémly follow. The balancing between polymeric
strength and gas/melt ratio is thus fundamentalobdain expanded foams. The possible
combinations, together with the ideal region (shvaelt), are shown in Fig. 51.

Figure 51: Possible and suitable (shadowed regiolymeric strength and gas/melt equilibrium
combinations [50].

The processes driving the foam expansion are, dhdbe polymerization of the solid part of foam
and its curing. Polymerization is the process tmatlves a huge quantity of monomers reacting to
produce a polymer molecule chain. During the cuphgse, polymer chains start to bond by cross-
linking, thus giving the firm part of the foam.

Polymers may be synthesized according to two m&jmetic schemes:chain and step
polymerization. The most important approach forirch@lymerization methods is the free radical
polymerization [69]. It requires free radicals, ided by thermal or photo-chemical decomposition
of unstable materials. This method is composedhrafet major kinetic steps: initiation, propagation,
and termination. The initiation step usually indadthe addition of the first monomer molecule
then, on heating, one of the components of theimadecomposes to give free radicals that attack
the monomer and add to it. After initiation reansp many monomer molecules are added rapidly
moving the free radical to the end of the chainthie termination reaction, two free radicals react
with each other closing the chain [69].
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The second important kinetic scheme is the stepnpatization. The essential polymerization step
is a repetitive free radical addition to the monomeuble bonds, forming chains constructed of
units linked together predominantly head-to-tahisT linking only requires that the appropriate
functional groups meet in space.

Bubble nucleation and growth are essentially unstpilocesses pointed to a new equilibrium state,
while the contiguous polymer is in charge of trebslization of the process.

At the end of the foaming phase the hot, or eveittemppolymer cools down into a stable solid
phase. Cooling is the natural way to enhance nadtstiength and, since polymers and gaseous
phase are poor heat conductors, it can take sedortisys until a thermal equilibrium between the
foam and the outside environment is reached.

As soon as cooling begins, the equilibrium betwedernal and external pressure is achieved so
that the blowing gas contained in the foam cellaldcstart to permeate outside the polymeric
membrane with no significant effects on the cellumoe. The completion of this phase can occur
later than the solidification itself, dependingtbe permeability of the blowing gas [50].

In this context, polymers can be further categarmgth respect to their behaviour during thermal
variations aghermoplasticor thermosetsThermosets polymer chains form a not too lon gntive
reversible network structure when exposed to hdghpteratures. In thermoset foams, the material
strength is established by virtue of completionpofymerization and cross-linking. Since inter-
polymer bonds are developed, thermoset foams daw akcessive expansion to create open-cell
structure without causing concerns with regardslitoensional stability [50]. The thermoplastic
family of polymer has a thermally-reversible morfdgy. This behaviour is due to the long-chain
held by the interpolymeric coiling and the van tiéaals force.

5.4 Composite Foams

In the recent years, the industrial attention talgaincreasing foam potentialities focused the
research on the development of composite foams.pGsite foams, unlike conventional single-
phase foams, are composed of a phase with voidaraadditional dispersed solid or hollow phase.
The presence of additional solid constituents madyaace certain specific properties of the foam
such as stiffness, strength, electrical or thewoatuctivity and so on [70].

It is worth stressing that, beyond the identifioatof a particular foam kind, the development of an
ad-hoc composite foam could enhance method cap@biliue to the possibly improved foam
characteristics. For this reason, a brief overva@womposite foams peculiarities is here given,
whether in the following sections a simple polymefoam is chosen for the candidate foam
identification.

Composite foams can be categorizedsiyntactic foam, particle-reinforced foanand fibre-
reinforced foan]70]. Syntactic foams are particle-reinforced feanith an hollow dispersed solid
phase aimed at reinforcing the material. Thesersgheanging in size from less of a micrometre to
few millimetres, may consist of glass, carbon, metlymer, or ceramic materials and they can be
mixed in a polymer either in liquid or in solid pder form. More precisely, composite foams may
be processed in few ways: by the introduction of, gaixing or using a physical or chemical
blowing agent, by a sacrfficial cell-forming matdrior by bonding together spheres, powders or
bres. Each of these methods intentionally introesiwoids in the finished material giving different
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voids size and distribution, the resulting in difiet material properties. The gas introduction into
the composite material during the curing or soilidifion phase, may be easier for thermoset
materials in which it is easier to control the dmgof cure while, in the case of a thermopladtie, t
temperature during the foaming process has to berately managed [50]. In case of an added
physical blowing agent, this undergoes vaporizatoning the polymerization phase and then it
dissolves into the polymer material under high gues, coming out from the solution and blowing
the foam at pressure release.

Chemical additives to polymers or gaseous phaseseaction products, allow a blowing of the
foam similarly to the physical blowing case. Thegents evolve from a cross-linking reaction, and
then the careful control of the reaction kinetggeaquired in order to avoid foam to overblow and
collapse, in case the resin does not have a srifigiscosity.

The addition of voids into the material may als@wcthrough mechanical mixing or stirring. This
easy method turns outto be very difficult to coh&o as to obtain a desired type, size, distrimyti

or volume fraction of voids [71]. The inclusion atien removal of sacrificial material ensures cell
size uniformity; however, a very high volume of eradl must be introduced and a reasonable time
period has to be accounted for removal of the Baalimaterial.

The last method of composite foam production isedasn the bonding of spheres, powders, and
fibres within the foam. These syntactic foams cansist of two, three or four phases coexisting
into one single foam. Indeed, a two-phase foamastcucture only has the polymer binder and the
hollow microspheres while, in a three phase mdténigrstitial voids fil the spaces between
microspheres constituting the third phase. Fibras then represent the fourth constituent in the
composite foam.
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6 FOAM EXPANSION MODEL

The aim of this section is to define a low ordemlgtical model to estimate the final foam
characteristics at different external pressureléeviEhe main characteristics to take into accouet a
the final foam volume, its porosity and density @hdn the corresponding expansion factor. Also
the stickiness of the foam is a fundamental asfmeloe considered and it is addressed in Sec. 11.3,
considering commercial polymeric resins, to sizetinimum foam-debris contact area.

Before starting with the description of our modekhort survey of available standard software is
given. These are usually too complex and spedaficofir first order analysis, thus we developed a
low order model. Several commercial simulationwafte dedicated to polymer application, as well
as several multi-physics codes, are able to mddefdam expansion procegdomso] Ansysand
Nastranare just the best-known ones but, for specifiugidal purposes, dedicated codes still seem
the best option.

Among these, th@REM3D[72] code has to be mentioned. It is built from @iMlib library [72],
based on the finite element method [72]. In genedaCIMIlib solvers include also a mixed solver
for Navier-Stokes equations with compressibilitydarnscoplasticity, a mixed Galerkin solver for
the heat transfer equation and a discontinuousridalsolver for the transport equation [72]. These
libraries use 3D tetrahedral, linear and unstrechiglements, only one mesh for all the simulation
parts, an Eulerian kinematics with a R-adaptiothefinitial mesh, which remains the same during
the process and a space-time formulation [72].Heunmore, this software is able to simulate,
predict and optimize many industrial processeg, éktrusion and injection moulding for polymers,
all multi-domain versions of extrusion and injentimoulding like co-extrusion, co-injection, gas or
water assistant injection, over-moulding, fibrenferces injection and, in general, other multi-
domain processes, as casting or polymer foam eiqrafia3]. It is worth noting since now, that a
reduced order model very close to the one herelaj@ee has been also validated by means of the
REM3D exploiting a numerical method implementation foe £xpansion of a gas bubble into a
pseudo-plastic fluid [73].

Other software able to simulate the foam expanpimtess ar&SurfaceEvolve[74] and Ximex
[75]. SurfaceEvolvers an interactive program that minimizes the egerga surface, implemented
as a simplicial complex, subject to some constsdiid]. The energy can be represented by surface
tension and gravity related energy, knot energieb many others; while constraints are typically
geometric constraints. The code evolves the surfacegradient descend method [74]. Some
applications ofSurfaceEvolverinclude modelling the shape of fuel in rocket snknder low
gravity conditions, computing capillary surfaces dobes and in exotically shaped containers,
simulating grain growth, studying polymer chain piag, and so on [74]. Furthermore, this kind of
code is even able to simulate diffusion proces3d}. Kimexis a 3D software for computational
fluid dynamics which also reproduces extrusion ariking process [75]. This software models the
integration of virtual particles in the materialdaguantifies the dispersive/distributive mixings it
density, average distance between two particlegpantitles size [75].

Using these simulation codes, it would be posdiblstudy the foam evolution behaviour, but for
our purposes, a first approximation of the expanpioenomena is sufficient, thus we developed an
analytic model describing the foam growth. In ortterevaluate the foam expansion performance,
we consider the foam as composed of a polymericixnand an expanding gas (blowing agent).
This gas is developed by the reaction betweenwlecomponents and it fills the bubble nuclei
inflating the total foam volume. At the same tinie tpolymeric matrix polymerizes fixing the
bubbles into it.
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6.1 The Analytical Model

The foam can be modelled as a whole bubbly fluiceneha set of bubbles are dispersed into a
(semi)-solid matrix [76]. In this model the foamuscriptf) is supposed to be composed of two
components, the polymer (subscpptand the gas (subscrigt. The gas is always supposed to be a
perfect gas.

The number of bubbles is given by the bubble comagan per unit of polymer volumeg,
multiplied by the volume of polyme¥p. In equation:

Ng =Vong (20)

The volume of polymer per each bubble is givenheyratio between the polymer volume and the
number of bubbles:

Vo _1
VPB:_P - (21)
Ny ng

The volume of foam, after the expansion, will bemximately equal to the total volume of
bubbles (as the polymer contributes principallynass rather than volume), thus:

V.
V@ NV @ (22)
B
Moreover, the total mass of gas and polymer carologputed by the density and volume of both:

M=V @4% (23)

m=\rp (24)

These general relations would lead to a multi-ptieed, rather hard to modelling, but the same
conclusions can be drawn considering a single lubtib an infinite polymeric matrix [76]. The
bubble, due to an initial gas overpressure, israsguto grow keeping a spherical synmetry as
shown in Fig. 52. This assumption is quite realisggardless the external pressure. At standard
atmospheric pressure, bubbles tend to assume sphghiapes in order to minimize their energy;
then the foam expansion in vacuum is expected sirbiarly isotropic [76].

Bearing in mind these global considerations, weitlinere to study of the evolution of a single
bubble. This actually means that this single bulibihe envelope of all the initial bubble nuclei
and that any bubble merging is neglected. The amalyere performed is based on the classic
Rayleigh-Plesset equation [77,78]. In this waysipbssible to provide the evolution of the bubble
radius by means of an analytical method.
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Figure 52: Bubble of gas into an infinite polymematrix. The purple arrows indicate the external
pressure and the arrows inside the blue bubblesept the gas pressure.

The Rayleigh-Plesset equation can be written dvsl[77,78]:

r, RR+g R :-%+ R P 4m—|: (25)

where | is the density of the liquidy its viscosity, the gas/liquid surface tensioRR the
instantaneous bubble radiudthe pressure of the gas inside the bubbleRanthe pressure in the
liquid matrix. The pressure in the liquid, diffetdnom the one of the gas at the beginning of the
expansion phase, is constant and equal to thenexigressure [76].

Equation (25) can be further simplified by meansaaimensional analysis of the equation terms.
The first term on the right hand side takes intecoaat the surface tension effects. From the
evaluation of thecapillary numbey which represents the relative effect of viscositth respect to
surface tension, it comes out that this contrivuttan be neglected. The capillary number can be
expressed by means of [76]:

ca="2" (26)
S

Indeed, during the expansion we hav&>>1, sincep and are in the range of 1d%a sand le-2
N/m, respectively [79,80] and is a characteristic velocity of the order of fevetars per second.
Furthermore, it is possible to evaluate the inflreeaf inertia effects, represented by the termeéin |
hand side of the Eq.(25). The inertia term rolevédl modelled by means of the Reynolds number
Re[76,79]:

rVe*(P- R)
e= 27
p (27)
Here the numerator represents the inertial term theddenominator the viscous one, thus the
absolute value of this non-dimensional parametezggan idea of which one of the two dominates.
According to [76,79,81]Re<<1 for applications like the one in consideratiés. a consequence
also the inertia effects can be neglected if coegh#v the viscous term.
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Most of polymerization reactions are exothermat, the polymer mass is much larger than the gas
mass, thus it represents a very large thermaligntrat slowly conduct part of the produced heat to
the gas. Thus, in first approximation, a constamhgerature for the whole gas reaction is a
reasonable assumption. This means that, besidesopseassumptions, considering also the
isothermal case, Eq.(25) can be written as [76,79]:

R_P-R (28)
R 4m

Equation (28) models the radius time evolution tlua pressure difference taking into account the
viscosity effects. It is clear that this local gitbwelocity depends only by the local pressure

difference. In the simple single-bubble model, tosal pressure difference corresponds also to the
global one.

From Eq.(28), whe® P , dR/dt O, thus the bubble stops growing and stationarylitions are
reached. On the contrary, whénh 0, the bubble grows indefinitely. It is worth ss&g) since
now, that this model can not forecast the bubbdéusavalue in perfect vacuum conditions, but it
just gives an approximation of the bubble evolutmen at very low external pressures.

It is possible to find an analytic solution of E2B8] as function of material properties, initial
conditions inside the bubble (pressure and radind)outside pressure [76]. Assuming, as already
mentioned, that the inflating gas obeys to theqmrfas law, it follows that the product between
pressure and volume is constant since the temperetiassumed constant. This can be written in
equation as:

PR=BR (29)
where the volume has been expressed by means wditss dependency for a spherical shape
(V=4/3pR’°’). In Eq.(29) the left hand term represents thalfgtate and the right hand one the initial

condition.

Under these considerations, the tijeefolution of the bubble radiuR) is expressed by [76]:

V3
P, 3R, . P

R(t)= 1- £ ex i+ -2 30

(=R 1-gr ety (30)

where actually this equation is the result of the irdégn of Eq.(28) under the assumption of
Eq.(29).

In this model, the polymeric matrix has constant visco#itig. the viscosity of the resin dough and
is equal to the one at the beginning of the reactionuadllgt, the viscosity increases during the
polymerization process as an exponential function of [Bdg

t

nt) = e , (31)

wherety,, , calleddrying time is an input parameter depending on the specific foars.clear that,
if t4,y is several times larger th@mocess time, it is possible to assume that the viigagsconstant
in time [81]. Moreover, experimental results [77] showtttm@re are no significant effects on the
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final foam expansion volume caused by the variation of gigcan time. Thus, considering
constant viscosity is a reasonable assumption and usésl in the following model validation.
Finally, considering bubble clusters would add anotherekle complexity to the simulation. The
bubble interactions came into play and the bounding surtzssane very complicate shapes where
the surface tension effects can not be neglected any@yfe [

6.2 Model Validation

In order to implement and test the model derived in thevigus section, some additional
assumptions are required. These are mainly relatdbetspecific foam to model and the value
provided should be tuned according to experimental tests.

Most of the reactions generating blowing agents proaadeon dioxide (Cg). In this validation it

is always assumed that this gas is the one expanding ith&id®ibbles. The molar mass of £4©
44.01g/molthat results in a gas constand R8.314471/44.01 = 188.9236°/Ks?. Of course just a
limited fraction of the whole initial polymer mass che transformed into gas. Such a fraction
depends again by the specific reaction and it is in genergl small. Moreover, it is possible to
assume that the reaction proceeds at constant room taorpecd 25°C. The density of the
unexpanded foam components is very close to the one of waterally this value for the two
components mixture, i.e. the prepolymer, is slightly higheth densities in the range 1000-1500
kg/n? [82]. Polyurethane foams are close to the lower boundathisfrange [83]. A prepolymer
density of 110kg/nT is here assumed and it represents again a quite catiserassumption. In
general, the final foam volume increases assuming lomial densities. As said, the growth is
driven by the pressure difference between the gas pressige the bubble?, and the background
pressure outside the matrix envelope, Here we assume that, as the reaction starts, it in
pressure difference is in the range of & and in particular 10Pa, seems to be a good
assumption [76]. Of course, once the initial gas pressigidea the bubble is known, by means of
the perfect gas law, it is possible to calculate ithital gas density. The (constant) value here
assumed for the viscosity of the polymeric foam is Ba5[79,80].

After these assumptions, a specific foam has to beidenesl to assess the bubble radius evolution.
In particular, it is required to evaluate the gas mbsis possible to assume that all the gas mass
spreads instantaneously at the beginning of the reactidhisinvay the gas mass at the end of the
reaction is equal to the one at the beginning. By wayxafnple, let us consider the ESPAK 90
foam [84]. Itis a commercial two components foam expagdat atmospheric pressure, from 10 to
16 times its initial volume [84]. The foamed polymedisclared to have a density aboutk@gn?®
[84]. Assuming again the same reference density kb00r for the two originating components,
this means that a gas percentage around the 2% of tieabnnass has been transformed into gas.
This number can be approximated from the final valuexte#fraal pressure as follows:

P 101325
M @r V| V|, = f\|, E799 13 & -6=1.8%- 4k
¢ FIAN %TG FIFN  188.9 298.15 '
M|, =7p V|, =1100° 8¢ & 0.008%g (32)

me/ My, » 2%

Here the first equation estimates the gas masséfjrtal foam volume which is correlated with the
initial volume by means of the expansion factbr,The second equation estimates the initial
polymer mass from the initial component densitiesl ¢he last one gives their ratio, i.e. the
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percentage of initial mass transformed into gasindtral volume of 8ml of polymer resin (4nl for

each component) and an expansion factor of 13 dtlerage between 10 and 16) have been
assumed. This percentage heavily affects the meguttam volume and specific values should be
available, nevertheless the estimation here madebeaconsidered rather reasonable. It is worth
stressing that in the first of Egs.(32) the intérpi@essure has been considered, as the reaction is
assumed to be already completed, equal to thenattene due to the internal-external pressures
balance.

To this gas mass percentage corresponds an wdtiame of gas, which gives us the initial radius
for the bubbleRg under the spherical bubble assumption. This caealsdy computed as follows:

Y3

ro. ¥,

Vo = Ve, = 0.02 R= 408 (33)
G

In order to evaluate the validity of the model tbe growth of a single bubble into the polymeric
matrix, it is possible to compare its results wilery limited [85]) bibliographic data and with
commercially available two components polymeriafisa

First of all, implementing the model at atmosphariessure, we obtain a final volume of gas

around 0.098 (from an initial one of &nl) corresponding to an expansion factor slightlgdarthan
12. This value perfectly fits into the range deetarby ESPAK 90 (between 10 and 16 at
atmospheric pressure)

Furthermore, Fig. 53 shows the trend of bubble gnaw percentage, with a reaction time of £0
equal to the typical value of ESPAK 90 [84] and,general, close to the one of polymeric two
components foams.

Figure 53: Time evolution of bubble radius at 108@0

We are more interested however, in the foam expanmiocess in vacuum, or, in general, in very
low pressure conditions. Some experimental redattghe growth of an air bubble in a viscous
fluid under vacuum conditions are shown in [85,. T@]particular, in [77] also the Rayleigh-Plesset
equation is exploited to develop an analytic modet] afterward a series of experiments in vacuum
chamber are shown in order to evaluate the effectigs of the model. In this work, however, the
surface tension term is not neglected, but a vaiu®.02 N/m is considered. This value leads,
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however, to a capillarity number (Eq.(26)) muchgkar than one which motivates to neglect the
surface tension effect.

The effect of this term is here briefly investighia order to understand if it influences the (adu
small) difference between this model and the expental results of [77]. According to the
reference case modelled in [77], the initial buldaldius is 0.47™m the outside pressure around
8100Pa and the initial gas pressure value inside the lubpproximately 101100a. The model
presented in [77] predicts a reaction time of £.and final radius of 1.IJnm This implies an
expansion factor of approximately 25. In the samekwhowever, experimental results measured a
final radius of 2.5mm, corresponding to an expansion factor of about Mxfxeover, the resulting
reaction time is around 20-25[77]. Figure 54 is taken from [77] and it shows ttwmparison
between experimental results and the model thereloleed.

Figure 54 : Comparison between experimental resnltismodel developed in [77].

It is clear from Fig. 54, the significant differenbetween theoretical and experimental results in
terms of final radius and reaction time. In pargcuhe model developed in [77] results to be too
conservative with respect to the experimental data.

On the contrary, implementing the model here priesenwith the same value for the external
pressure and the above values for ESPAK 90 (inotdymer volume, initial percentage of gas mass
and initial internal pressure), results an expan$axtor of the same range of the experimental
results (152). This comparison validates the presented modtl the experimental results
presented in [77]. It has to be mentioned, howethat, the specific foam characteristics can affect
the resulting expansion factor, also if it is reednle to assume that it remains in the range okesom
hundred % at some thousand$af

Figure 55 shows the trend for the bubble growthencentage with the input data above described
in order to compare the model here implemented reslts of [77].
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Figure 55 : Bubble growth in time, estimated by @halytical model at 810Pa and/75e5Pa s.

It is worth stressing that in low-pressure condaiip the reaction time is much larger than in
atmosphere. Even compared to the experimental ¢&geghere is a different temporal scale. Most
probably this is due to the different value of mawiscosity. In fact, the viscosity of the solutio
influences the ability of the solution to flow umde gas expansion, thus a larger viscosity value
corresponds to a larger inertia in the expansiatgss and accordingly a longer process time. In
Fig. 56 the result for the bubble growth in peragetusing a value of viscosity in the range of 1e3
Pa s the same one assumed in [77], is shown.

Figure 56 : Bubble growth in time, estimated by @halytical model at 810Pa and/# 1e3Pa s.

As shown, in this case the reaction time decre@sasound 1s, i.e. the expansion occurs almost
instantaneously.

Compared to theoretical results shown in Fig. 54s ipossible to observe the same absence of
transitory, but, while the asymptotic value for [#§ smaller than the experimental results, in our
implementation the expansion achieves an asympiatice comparable to the experimental one.
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Furthermore, this motivates to argue that chanthiegrviscosity order of magnitude influences only
the time scaling for the bubble growth, but notfitsal value, this is indeed visible in Eq.(30).
Moreover, as the viscosity increases, the readtio@ increases.

All in all, both the atmospheric pressure compariaad the experimental comparisons have shown
that the proposed model catches the order of matmivf the expansion factor of polymeric foam
even at low external pressure regimes.

6.3 Pressure Dependence

The aim of this section is to point out the stralependence of the foam expansion process from
the external pressure resuling by the model ptedem Sec. 6.1. In particular, as pressure
decreases, the bubble radius, and accordinglyirfabviolume and the reaction time, increases. This
causes a general increasing of the expansion fémtatecreasing external pressures. In order to
explicitly investigate about this dependence, ip@ssible to implement the model for different
values of the external pressure with the above ioveed values for the ESPAK 90 foam, see Sec.
6.2. The results, in terms of final foam volume axgansion factor are shown in Fig. 57.

Figure 57 : Final volume (left) and expansion fa¢taght) corresponding to different external
pressures in the range [0, 1&%5].

On the left of Fig. 57, the final volume of theginial 8 ml of polymer is shown; the hyperbolic
trend can be easily observed. For instance, atdfIife atmospheric pressure, the final volume is
approximately 1l, while it grows up to around 10at 1/100. On the right plot of Fig. 57, the
expansion factor (final-to-initial volume ratio) @ution is shown and it reflects again the same
hyperbolic behaviour.

In order to complete this analysis, in Fig. 58pdlse foam density and its porosity are shown. Once

the final foam volume is known, the foam density ¢ee retrieved by the mass conservation. In
addition, the foam porosity represents a measuveidfspaces. In equation itis given by [86]:
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F=Yo (34)

VTOT

whereVg is the bubble volume (the void space volume) ¥rsk is the total volume of material,
including solid and void components.

Figure 58: Foam density (left) and its porositypercentage (right) corresponding to different
external pressures in the range [0, 1]

In this analysis the hyperbolic trend shown resimitan expansion factor tending to infinity when
the external pressure tends to zero (as alreadyssi in Eq.(28)). At 0.001% of the atmospheric
pressure, the foam has to expand with an outsidgspre of approximately Ra that corresponds
approximately to the pressure in a low Earth odfitaround 10&km altitude. In this situation, the
reduced order model implemented results in a fio&ime of approximately 9.87, that means an
expansion factor of 1.2e6. The final density wadgdclose to 1e-Bg/n?.

State of the art ground based foams could not ketatiolerate such high expansion factors and to
polymerize fast enough to capture the blowing agéhus, these values have to be intended as
reference values highlighting the hyperbolic trefdxpansion with respect to the outside pressure.
Of course, we are here referring to already existi@n-component polymeric foams, and ad-hoc
space-developed foams could have characteristipgfisantly beyond the values here assumed,
improving the performance of the deorbiting meth8dwce the values here obtained are just the
results of a low order analytical model, more conatve parameter values are considered for the
following studies. For this reason, in Sec. 7, eapeetric analysis is carried out with respect te th
final foam density and the expected expansion fagtoorder to identify suitable but more
conservative foam characteristics.
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7 FOAM IDENTIFICATION

The analysis and the categorizations summariz&ea 5, aim to choosing specific foam class for
the conceived foam-based deorbiting applicatiomothes by itself that the key technology of the
proposed scenario is the foam. As highlighted in. $¢ polymeric foams seem to have a good
compromise between mechanical characteristics arghtility. Two-component polymeric foams,
furthermore, offer also a simply foaming processere without any mechanical moving
components, see Sec. 9.

In this section, a rough identification of the merétable polymeric foam characteristics is given;
pointing out (where possible) specific value ranged comparing these with the state of the art for
ground based expanding foams of the same kindetrergl, the foam we are looking for has to
fulfil several fundamental requirements:

It has to be sticky, such that the foam ball-likeisture formed and the debris become a
single object with a high area-to-mass ratio.

The foam has to be able to undergo the polymeszgbrocess, the expansion and the
curing in vacuum.

The higher the expansion factor, the better théopmance of this scenario. In general,
increasing this value decreases the foam massreeqta realize the same cross section,
thus decreasing the incidence of the debris ototia®mass of the deorbiting platform.

The lower the density of the unexpanded foam,ighedr the architecture of the deorbiting
platform or, equivalently, more debris can be deedowith the same launch mass.

The foam should not degrade too fast during theogimeric re-entry, otherwise the area-
to-mass ratio diminishes causing longer deorbitimgs. However, this requirement is not
that crucial as, lowering the altitude, the foandetiris encounter higher density
atmospheric layers. Thus, it will keep deorbitiatjhough in a time potentially longer than
the prescribed threshold (and the one estimatédgrstudy).

It is preferred that this foam is not hazardoushioman and for the on-board equipment.
The foam should be even environmentally innocudusrning up in the atmosphere, or
crashing in waters or on the ground.

At this point the aim is to provide a rough estimatof suitable values at least for the foam
expansion factor and density. The analysis follawsference foam ball radius of df) as assumed

in Sec. 4 as the optimum value to achieve the Isighea-to-mass ratio for a 2-2dnsdebris, see
Fig. 20. With such value of radius, this kind ofbde reaches an area-to-mass ratio of 0.05.
Accordingly, it can be deorbited from 8Rhwithin 13years see Fig. 4.

What described so far does not depend explicitlyth@enspecific foam characteristics. These come
into play at this point to size the ball cross mextits mass and its stored weight. In fact, tighér

the foam expansion factor the smaller the initadrh volume. From Fig. 59, it is possible to
compare the compressed volumes required for diffeegpansion factors. A range from 100 to
5000 times of the initial foam volume is explored.
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Figure 59: Foam compressed volume with respedtdaddius of the resulting foam ball.

In the range explored, it is clear that a remarkabdtuction of the original volume can be obtained
increasing the expansion factor up to 1000 timefscddrse, further increasing this value, the
compressed volume decreases for the same valus ofibius, but the gain is not as meaningful as
considering the difference between 100 and 1008xpansion factor. Considering again rh(as
reference radius value, the foam compressed votedieces from 427 for an expanding factor of
100 to 4.2m° for 1000; considering the case of 5000, itis m36m3. Moreover, it is important to
stress that, as already mentioned in Sec. 5, grbasdd polymeric foam can expand up to 280
times their volume [41].

The second key factor to take into account forpttediminary assessment of the foam description is
its density. Of course, once the tank has beemdedito contain a given foam compressed volume,
the lighter the foam components, the better. Ineggihdepending on the compressed foam density,
the same debris can be deorbited foreseeing ar largemaller platform launch mass. Assuming
that the mass of the expanded foam is given bystine of the masses of the two components (i.e.
there is no mass losses during the foam ejectmrsyitable value for the foam density can be
obtained considering its density at the end of élpansion phase. Moreover, since the two
polymeric components may have different densitresraquire different mixing ratios, the result of
this analysis could be also intended as a tardeeva develop an ad-hoc foam.

Carrying out a preliminary analysis on the foam sign similar to the one done before, it is
possible to identify a sort of qualitative thresh@r this value. This analysis considers a 2k§0
debris and the foam-debris mass ratio for growwani ball radii, in order to identify a suitable
foam density value. Figure 60 shows the foam-debsss ratio for different values of the expanded
foam density as function of the ball radius.
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Figure 60: Foam-debris mass ratio for differentiealof the expanded foam density as function of
the ball radius.

Considering again a foam ball radius of it is clear that densities higher than RBgin? could
require a foam mass larger than the one of thestakgpris. In particular an expanded foam density
of 0.2kg/nt gives a significant mass saving, if compared tgdavalues. From Fig. 60, it is clear
that further lowering the foam density below theslue does not give particular advantages. Of
course, the smaller the density, the lighter trerfacomponents and more foam can be carried on
board of the deorbiting platform.

Again, a short comparison with the density rangeground used polymeric foam can be carried
out. Low density foams are already available wignsities in the range 6-kg/n7[87] (although
also values in the range ]k@/m°’ are declared [87,88]).

Bearing this in mind, for the following analyses fiarticular Sec. 8-11) a foam density value of 1
kg/n? (after the expansion) will be considered. Such ienslue is clearly not suitable (see Fig.
60) as it could require 4 @nsof foam to deorbit 2.5onsof debris. The considered value can be
intended as the foam density that would assumedhmmercial polymeric foam considered in Sec.
6 if it could be able to reach an expansion faofot000. This density value is also the outcome of
the analytical model for the same value of the esjmm factor (see Figs. 57-58). Moreover, also
the lightest developed silica aerogel is declapduawve such a density [89].

It is worth stressing that the previous analysesehzeen performed taking into account only a
reference value for the debris mass and that thiemom foam ball radius varies accordingly to
debris characteristics and orbit, so the outcomethekse parametric investigations could be
considered as rather conservative, since one adst conditions has been used.

Concerning the other foam aspects, there are &t v mandatory remarks. Considering
commercial available foams, the foaming procesguiremg anyway a mixing phase, can be
accelerated by two mechanisms. The first one etsplaiheat source to speed up the cure, the
hardening process and to drive off solvents or rodotatiles possibly present in the liquid dough
[90]. Another possible approach uses Ultraviole¥) light to activate this curing process. Indeed,
the light emitted from an UV source, which is tlaeliant energy, is absorbed and then converted
into chemical energy. With this method the curecpss starts in a rapid, almost instantaneous, way
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and it occurs without volatile losses [90]. In #waight application, UV sources are widely available
in space and can easily exploited to cure the fdamthermore, a thermal approach can produce
polluting gases and it would be significantly ateztby the specific debris orbit [90].

Further considerations should have to be done aheutesirable rigidity of the foam at the end of
its expansion phase. This would help to identifg #xact compromise between stiffness and
elasticity, with respect to the expected impacthef ball with other larger or smaller debris. Also
the foam reaction time can be a significant parambtt, for the level of this analysis, some
minutes appear a desirable value.

Let us conclude this section with a brief summédrthese main parameters and their values. Table
8 takes in consideration the most relevant factmd outline a suitable value for each one.
Furthermore, in the fourth column, also the stathe art (SoA) for the same parameters is given.

Parameter Units Value SoA
Expansion Coefficien - 1000 (>100c 20-1000 (280
Thermal Expansion Factor | 1/°C <le-6
Stickiness - with metals
Compressed Density (25°C)| kg/n® 20(C ~ 100(
Expanded Density (25°C) | kg/n® 1 >6
Human Hazardous - low Fromlow to higF
Porosity ~ 9% > 5(%
Kinetic Parameter sTm? Order of 1(*
Dough Viscosity MPa ¢ 0.5 0.01-1C
Characteristic Time S 600( > 1 min
Foaming Process - Mixing + Thermal/UV curin
Vapour Pressure (25°C) | mbar Order of 117
Freezing Point °C from 50to 5C
Boiling Point °C from 100to 40(
Flexibilty Range °C from-200to 20C

Table 8: Foam main characteristics values and state art ranges.

Values provided for the state of the art of grolmaded foams have to be intended as indicative
since specific foam can present values well beytbede ranges. The values indicated in the third
column of Tab. 8, instead, are the one soughthferceindidate foam. Among these, actually, the
crucial ones are the expansion factor (as largmssible) and the density (as low as possible). The
others are indicated as derived by means of the fegpansion model, see Sec. 6. The missing
values of this column have not been addressedsrattalysis. The development of foams with such
specific characteristics would result, howeveg wery effective debris removal system.

All in all, these analyses were aimed to identifgndidate values for the foam density and
expansion factor to be used in the mission anasdion, see Sec. 10. For this reason a more
conservative value of 1000 is assumed (insteadvef a million, see Sec. 6) in the following as
expansion factor. To this value corresponds, byatteytical model, a density ofkly/n? that is the
only actual relevant value required in the miss@malysis. Just to give a rough idea of the
plausibility of this number, it has to be mentionbét BASF® BASOTECT has a density of 6
kg/n? in atmosphere [91]. Its expansion factor is nodvim. Thus a density of lg/n? seems a
rather realistic assumption for future polymeriarfs ad-hoc developed for space applications.
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8 PLATFORM PRELIMINARY SIZING

The aim of this section is to realize a preliminaiging of the deorbiting platform and its
propulsion system. This is required as the follgvimission analysis depends on its mass and
performance. Furthermore, the specific initial mealsie and the thruster considered highlight if the
state of the art space technology are alreadydeita innovative equipment have to be developed.
In other words the choices here made reflect ommission feasibility

The first task we have to face, is the identifmatiof the best suited commercially available
launchers. In this first analysis, we can not m&lgi assess the payload (i.e. foam) mass. This
happens as the system design and the mission Bnatgstwo iterative and entwined processes.
Nevertheless, as reference value we are assumatgsttme metric tons of launch mass are
required. The analysis on available launchersrie hmaited to European vehicles belonging to the
Arianespace launcher family. This class can bediyodivided into very powerful launchers (e.g.
Ariane 5), medium size launchers (e.g. Soyuz) amallssize launchers (e.g. Vega) [92].

Ariane 5 is able to carry payloads up to 10 metrs to Geostationary Transfer Orbit (GTO) and
more than 2Qonsinto LEO. These two operative orbits are actuafigched by two different
versions of Ariane 5, the Ariane 5-ECA and the Aegh-ES, the first one tailored for GTO
missions and the latter for LEO ones [93]. Congidemedium class launchers, one of the most
common and reliable is the Soyuz. It is able toycpayloads of approximately 31%@ in GTO
and up to Jonscan be released into Sun-synchronous Orbits, lairevith altitudes around 80dn
[94]. The smaller launcher of the Arianespace faisilVega. Itis tailored for missions to LEO and
SSO and its payload capacity is limited to 1&§@to 700km circular polar orbit [95].

On one hand the Ariane 5 launcher is too heavycastly to represent, at least in the beginning, a
valuable option for the deorbiting application pvepd. Its payload capacity is well beyond the
performance here expected. On the other hand, pedgarmance is too limited and definitely not
sufficient for our scopes. Actually, choosing thagincher would significantly limit the initial
platform mass, thus the number of debris that cardé&orbited. This would imply much more
missions to clean up even limited space regions, flowever increasing the general mission costs.
For these reasons, the Soyuz launcher represegtso@d compromise, at least in the family
considered. Of course, the same qualitative arsabmilld be extended to non-European launchers.
Nevertheless, a complete list and the consequeanite®l choice could be verbose and far beyond
the scopes of this section. It is worth stresstiogyever, that in the same performance range of the
Soyuz launcher there are several other vehicless the launcher here chosen has not to be
intended as the only option, but as a represeetdyipe constraining just the launch mass upper
limit.

Many of the listed debris, as pointed out in Sedie3dn the SSO region at approximately 800-900
km. Bearing this in mind the reference launch madser® defined assuming the Soyuz launcher
and its performance into a SSO of this altitudguFe 61 shows the Soyuz performance, in terms of
deliverable payload, at circular and almost potaits between 300 and 18Rt altitude [94]. The
reference working point is, accordingly, a SSO toobi900km inclined at 9%eg In this orbit the
launcher is able to carry a total mass of 4k§)Gee Fig. 61.
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Figure 61: Soyuz vehicle performance for SSO astfan of altitude [94]. The red dot indicates the
chosen working point.

In the following, this initial mass is assumed asnch mass. However, it is worth stressing that thi
mass can not be completely allocated for the foamthe structure, together with the main
subsystems of the platform and the propellant i@ mecessary orbital manoeuvres have to be
considered. A rough estimation, refined in Sec, 8adsiders Ion for the onboard subsystems and
the remaining 3.6onsequally divided between foam and propellant. Tkamg of the platform, in
terms of the main subsystems mass and power, ignshn Sec. 8.2 to demonstrate that
approximately the 20% of initial mass is sufficigatpreliminary include all the required onboard
systems.

8.1  Propulsion System ldentification

This section aims to identify, first of all, a sble electric thruster for the deorbiting applioati

and, in second place, a specific reference thrustassess the mission scenario performance (see
Sec. 10). In order to achieve this goal, a briefreiew of the electric thruster options is given
highlighting their pros and cons. Afterwards, thecdssion aims to pick up a specific device and
focus on its relevant characteristics.

Although a detailed description of electric propatlsmethods is beyond the scopes of this section,
in order to identify a suitable thruster for thetiae deorbiting application, a brief survey of the
available options is mandatory.

Electric propulsion schemes are mainly based onattoeleration of charged ions by means of
electromagnetic forces. According to the accelenathechanism, this propulsion methodology can
be broadly grouped into three main classes [96].

Electrothermal devicesire based on the electrical heating of propelldhe subsequent
expansion into a suitable nozzle converts the themsmergy into thrust. To this category
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belong resistojets and arcjets. These reach exhaimstities from 3000 up to 10000/sand
have a typical power-to-thrust ratio in the rang&02NV/mN[97].

Electrostatic devicesim to ionizing the propellant particles that #rereafter accelerated
by means of a potential drop. This class includesthrusters, Hall effect thrusters and field

emission electric thrusters. Such a kind of devjmesides exhaust velocities from 10000 to
80000m/swith 20-80W/mNas typical range of power-to-thrust ratio [97].

Electromagnetic deviceend to accelerate the propellant by means ointlegplay between
an external magnetic field and the electrical qurf®owing through the ionized propellant
itself. Magneto plasma dynamic devices and pulsddsnpa thrusters belong to
electromagnetic thrusters. In this case from 5@6G000m/s can be reached as exhaust
velocity with a power-to-thrust ratio between 5@ &0W/mN[97].

Typically the maximum thrust that can be generaerdiudes some of the previously mentioned
systems. As we are assuming to develop a systesidewing the state of the art technology, also

technologies never proven in space and still wittv technology readiness values can not be
considered as valid options.

The exhaust velocity is often expressed by meanthefSpecific Impulselgp) of the thruster,
related to the former by means of Earth gravityesration,go [96]. In general, increasing the
exhaust velocity of the device, the required priapel mass decreases, although the Power
Generation System (PGS) mass increases accordiflgly.happens because the power subsystem
mass is an increasing function of the powRrlfy means of a technological coefficient, thus,do
given thrust levelT), it is directly related to the specific impulsgineans of [96]:

_2hP
Isng

T

(35)

Considering Fig. 62, it is clear that there exatsoptimum specific impulse value, given by the
minimum of the total mass curve. A lower value vibrdsult in a penalty in propellant mass, while
a larger value causes a penalty in the system dssm

Figure 62: Propellant mass, PGS mass and sum esriwenction of specific impulse [98].
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The scales on the two axes are missed as they dldpesides from the thrust level, on the power
generation source considered and on the currentddiSof the art.

In order to obtain a more specific assessmentebgtimum specific impulse, the previous plot has
been tailored on the application under considenatithe optimum specific impulse range for a
given application, can be estimated by means ofrtisgionDV.

The propellant-to-spacecraft mass ratio can belyeasimputed by means of the Tsiolkovsky
Equation [17]:

DV
UL (36)
M,

wherelsp is the specific impulse of the thruster amdis the gravitational acceleration value on
Earth surfacem, andmy, respectively the propellant and the spacecrafsraashe beginning of the
thruster operation phase. This equation clearlyshihe dependence of the propellant-to-spacecraft
mass ratio from missiolV and thruster specific impulse. This ratio growsnoionically for
growingDV values and it is also monotonically decreasingrforeasing values of specific impulse.
Thus, for a given propellant-to-spacecraft mass rétie higher the specific impulse, the larger the
total achievable missiobV.

Inverting Eq.(35) in order to obtain an explicilation between the power-to-thrust ratio and the
specific impulse, it is possible to relate alscsthatio to a single independent variable. Higher
specific impulse values involve higher power regaoients for a given thrust value. The resulting
increase of the power requirements affects the rob$ke spacecraft, as the mass of the power
generation and distribution subsystem may be censitl linearly dependent from the required
power. Both these trends with respect to spedifigulses in the range 1000-608@re shown in
Fig. 63.

Figure 631spvs propellant-to-spacecraft mass ratio and pow#rust ratio for differentV
values.
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At this point the two curves have to be summedligp,in Fig. 62 [98]. In order to compute the
total mass curve, however, a proper non-dimensiatan is necessary. The non-dimensional
power-to-thrust ratio has been obtained dividingheasalue with the maximum ratio obtained
considering the analysed specific impulse rangg. @out 50W/mNin Fig. 63). The parameter
used for the non-dimensionalization of the propeita-spacecraft mass ratio, instead, is defined as
the maximum acceptable value for this ratio. Astpoint, as we are assuming a launch mass
around (slightly smaller than) ®ns with approximately Xon of dry mass (see Sec. 8.2), it is
reasonable to assume that the remaining massghisodivided between propellant and foam. Of
course this does not mean that for each missiontéhonsare required for propellant and about 2
tonsfor foam, but it is a reference value here assutmerbtain the non-dimensional propellant-to-
spacecraft mass ratio curve. Of course a propelaspacecraft mass ratio larger than 2/5 would
not be meaningful as it would mean to assume Heatarger part of tanks is filled with propellant,
thus the actual deorbiting system would not bely ediective.

The sum of these two non-dimensional curves, feh eaissionDV, allows the identification of a
combined dependence of the propellant and powegrgéan subsystem mass, for different specific
impulse values. Indeed the minima of these curses Fig. 64, represent this best compromise.

Figure 64: Sum of propellant to spacecraft mass esid power to thrust ratio.

Of course, as the presented analysis is basedvenas@assumptions and first guess values, it is not
worth identifying a single working point. For thrisason, a small range of specific impulse values in
the neighbourhood of the minima is highlighted éldots in Fig. 64). This range has been

identified setting an upper limit from the minimwalue equal to 1% of the minimum.

So far, the whole analysis has been carried ouafiange of missiobV between 5 and 1km/s

This value is actually an input of the procedurd @ris here assumed equal to Kfd/s This is a
rather large value as many orbital transfers apeeted and the gravity losses necessarily cause an
increase of the missiddV.

Summarizing, the previous analysis shows that, Earth-close missions and solar generation

systems, the optimum value is around 3000-3500is worth stressing since now that this rargye i
the one where Hall effect thrusters can normalligrafe.
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However, a qualitative analysis of all electricutster methodologies can be easily made to identify
the best candidate thruster from a technologicaltmd view [99]. Electrothermal thrusters are able
to provide too low values of specific impulse, thie resulting propellant mass would be too high.
Field electric emission thrusters, although hawery large exhaust velocity, are able to provide
level of thrust that would result in decades tamdfar the platform from a debris to the next one
(they are usually used for fine pointing purposddggneto plasma dynamic devices would require
too much power to work in their optimal range. Hefifect thruster, instead, naturally operate at
somemNof thrust with specific impulses between 1000 4000s. lon thrusters would have been
the second-best choice although they usually hkgletly better performance they require, in the
average, higher power levels to operate. Moredwar size and weight is generally larger than the
ones of Hall effect thrusters, mainly due a lowmust density, causing also significant thermal
problems [100].

This survey of the electric propulsion optionsasnpleted with Fig. 65. Here the main thrusters so
far described are ranked according to the mainian field, the power required and the total
impulse they are able to deliver.

Figure 65: Comparison of different thrusters inmgrf power requirements and total impulse
[100].

Hall effect thrusters have been already used icespa main propulsion systems. They flew since
the seventies on Russian spacecrafts, in particagarattitude control systems. Due to their
reasonably high specific impulse they have beem @&d as plasma sources besides than for main
propulsion systems. A Hall effect thruster powellegel ESA probe Smart-1 to the Moon [101].

Once that Hall effect thrusters have been selemsduest candidates for the application considered,
a specific thruster has to be chosen in order desasthe mission analysis performance. Of course,
there are several models of Hall thrusters andntission performance heavily depends on the
thruster characteristics, in particular from itsust magnitude and specific impulse.

Nowadays, the increase in mass and power of telsworitation satellites and the intent upon
using electric propulsion also for orbit raising@vie motivated the development of more powerful
and reliable models. Among these, the selectiorblkras made considering thrusters able to provide
a high total impulse. This means that high spedifipulses are sought, that leading to reduced
propellant mass requirements, enable efficiensfieas with power levels around kv.

The SNECMA Moteurs series PPS-X000, see Fig. 6&ers0a wide range of powers and

performance [102]. Thrusters of this series carraedrom 1500 up to 600 and they have been
already proven in space or are under advancedfigatibn tests. The PPS-5000 belongs to this
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class. Itis here considered since it has beeadfreested and represents one of the main candidate
for future space applications of electric propuisio

principal propulsive systems [103].

The thruster operates at a nominal power of 580@

is able to provide around 30@0of specific impulse

with an efficiency larger than the 50% [103]. This

means that (conservatively) a single PPS-5000

provides a thrust of 200nN. These values are

considered in Sec. 10 for the preliminary mission

analysis.

This thruster represents a typical Hall effect siteu
with medium-high performance. It is worth mentiogin
again that, as we aim to deorbit as many debris as

. e ) .
possible, the |_n|t|a| platform weight would be ¢ Figure66; PPS-X000 technologics
thousands of kilograms. Thus, some hundred of

) . : demonstrator [103].

thrust result in an acceleration magnitude of trueo
of 1le-4; typical value for low thrust devices. Neverthsleas the solar power generation system
does not represent a big deal for Earth-close amissitwo thrusters of the same kind are assumed.
This doubles the required power and available thmich however remains always into the low
thrust range, while still 3008are considered for the specific impulse.

8.2 Power and Mass Budget

The preliminary sizing for a foam-based debris reatiamission, is here analysed assuming a
Beginning-Of-Life (BOL) mass of the spacecraft @00 kg, as stated in the beginning of this
section, considering the Soyuz launcher performam@&0km Sun-synchronous orbit.

Starting from the assumption of an electric projmisubsystem, in order to maximize the payload

mass fraction, we can briefly assume some reasenatlies for any system, thus obtaining the

total mass of the spacecraft subsystems. This vajpresents the dry mass and it is considered, in
Sec. 10, that the mission ends when this threskoldached. Table 9 shows the spacecraft main
subsystems and their approximate masses calcudatgercentage of the dry mass [39]. The third
column in Tab. 9 represents the subsystem massnshowihe second column where the 20% of

contingency is added.

As rough estimation, here, we assunteriof dry mass to start the analysis. This value,d\mw, is
here demonstrated a-posteriori to be a reasonathe vindeed, as shown in Tab. 9, the total dry
mass, inclusive of the 20% of contingency on eatisgstem, is very close to the value assumed. In
the same fashion, the power level for the platfbiam been considered in first instance, equal to 12
kW, and it is a-posteriori verified by means of thoeever budget. In Tab. 9, indeed, also the power
required by each subsystem is summarized and inghtmost column also this value plus 20% of
contingency is given.

Subsystem Mass [Kg] Mass + Cont.(20% | Power [W] | Power + Cont.(20%)
ADCS 10C 12C 10C 12C
C&HD 34 41 10C 12C
PGS 15C 18C 60C 72C

87



Structure 20C 24( -
SPS 17¢€ 214 1000(
ESS 30 35 -
TCS 40 48 60 72
TT&C 60 72 10C 12C
G&N 30 36 80 96
Total 822 98¢ 11040 1124¢€
Available Mass 3600 -
Available Power - 752

Table 9: Spacecraft subsystems preliminary maspawer budgets.

Let us investigate, now, more in detail how the sreasd the power values of each subsystem have
been estimated. For further details about the wmefits here used, the reader can refer to [39]:

The Attitude Determination and Control System (ADCi8cluding both sensors and actuators, is
required to stabilize and to orient the vehiclejgecific directions during the thrusting or foaming
phase. Its mass can be reasonably assumed as lid%s#tellite dry mass. The power estimated
represents the 5% of operating power, a rathee laatpe due to the large platform mass.

The Command and Data Handling subsystem (C&DHharge of receiving, validating, decoding
and distributing commands to other spacecraft systean be sized as about the 3.4% of dry mass.
The power absorbed can be estimated, in first asalgs the 5% of the operating power.

The Power Generation System (PGS) is the powercsir the spacecraft. Considering a power
requirement of 1200W/ and a density of 8d//kg the dry mass (without contingency) of the system
is around 15(kg. The power generation system is estimated to rediself the 5% of the whole
power it can generate.

The Structure mass represents the physical suppallitthe other spacecraft subsystems. Here it is
taken (conservatively) as the 20% of the dry m@ésiously the structure itself does not need any
power and the bus housekeeping power is alreadsidened in the C&HD subsystem.

The Spacecraft Propulsion Subsystem (SPS) is loer®idered composed of 3 main components
and its weight is given by the sum of Tank, Thruated Power Control Unit (PCU) mass. The total
mass of this subsystem results around &g8Considering two thrusters and 50@0of power
absorbed by each thruster, this subsystem requrés 10000/, of course the largest contribution
to the whole power budget.

The Energy Storage System (ESS) stores the prodenagy in order to handle peak power needs
for short times or in case of Sun eclipses. Consigea lithium battery of 5000vh and a specific
energy density of about 1TWh/kg the ESS mass (without contingency) is abouit@0No power
requirement has been estimated for the batteries.

The Thermal Control System (TCS) has to maintaensippacecraft components and subsystems in
their optimal temperature range. In terms of magsquires just the 4% of the dry mass and in
terms of power it requires the 3% of the operagioger.

The Telemetry, Tracking, and Command (TT&C) or Camination subsystem manage the
communication between the spacecraft itself andjtband stations. It represents the 6% of the dry
mass and it absorbs the 5% of the operating power.

The Autonomous Guidance and Navigation (G&N) sutesysis required to determine satellite
position and velocity and for pointing manoeuvreialg the foam ejection. Its mass can be assumed
about 3kg and the power absorbed can be estimated to b& &buu
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The available mass in Tab. 9 has to be allocatethéopropellant mass, the foam with its tank and
the foam ejection device. Obviously, the availablss is computed as the difference between the
BOL mass and the dry mass. In a rough (and consegy@stimation, this mass margin is equally
divided between the propellant and the payloads Tieans that each one of these can weigh up to
1.8 tons This represents a first guess assumption andomsider this just as reference value.
Indeed the foam and the propellant mass fracti@pemdd on the particular mission and in general
the available mass is not equally divided, busitbdivision depends on the debris sizes and their
spatial distribution. The total payload is obvigusbmposed of the foam itself and by the device
needed to reach the debris and nucleate therbalgrticular, the robotic arm and the mixing nozzle
introduced and sized in Sec. 9.

In Tab. 9, the available power represents therdiffee between the approximate value of the power
level for the platform and the one resulting frdme power budget of all subsystems. The power
budget has been estimated considering references/akoviding an order of magnitude for each
subsystem. These values are given as percentayes total operating power. This power has been
assumed of 2000V for all subsystems besides than for the PGS. Tam meason is that the
reference value estimates the power requirementh@platform bus power. This means that the
TT&C or the ADCS are not really affected by thectlie propulsion system. Accordingly, for all of
these subsystems the power margikk\(2 has been considered for the sizing as operatmgep

On the contrary, the PGS subsystem has to hanglle/tiole power of the spacecraft. In this case
the power requirements have been estimated comgjde whole 12000V available on board. Of
course, the SPS assumes a constant value givée Iiwyd thrusters considered (see. Sec. 8.1).

In order to calculate the total power required hg spacecraft, we have approached a purely
gualitative analysis. In fact, during its operatiiie, the spacecraft will operate in different
conditions, and not all the subsystems will worktheg same time. Furthermore, each subsystem
does not require the total power indicated in T@&kn all operatve modes. This means that,
depending on the specific mission phase, one dfetlvan absorb a power in the range or even
smaller than the one indicated in Tab. 9.

During the foam ejection operation, we need to take account also the power required from the
ejection device. Considering the total pressure dmd the mass flow rate (computed in Sec. 9) and
assuming an efficiency of 20%, we can estimateabatit 200V are required during this operation
mode. All in all, the total power required by thatform is around 1200@/ that are sufficient even
considering all the subsystem working at the same.tThis power amount can be obtained with
about 40nf of independent, deployable, sun-tracking solaefsan

Considering the propulsion system already describesiec. 8.1, with specific impulse of 3080
and 180kg of propellant mass, the total missioW is approximately 1.4erh/s Moreover, we can
estimate that approximately the 11% of the totgdged has to be allocated for the foam reservoir,
the pressurization tank, the robotic arm and tleetigih device, 200 kg. This means that the
remaining 1.6onsare available for the foam mass. With this qugrdit available foam we can
think to deorbit up to 5 debris of 8G9 from 900km of altitude. This deorbited debris number has
been roughly estimated considering such a kincetirence debris and the foam mass required to
deorbit it, see Figs. 5-6.

In order to conclude this analysis, let us brieftidress the volume required by the foam reservoirs
on the platform. After the expansion process, #tienated 1.6onsof foam, with a foam density of

1 kg/n? (see Sec. 7), fill 1600n°. Considering an expansion factor of 1000 (see $pa@nd
assuming no mass losses, the compressed liquid éoamponents occupy, inside their tanks, a
volume of 1.67°.A reasonable value for the launcher so far assumed
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8.3 Chemical-Electrical Comparison

This platform preliminary sizing is here completednsidering the comparison, in terms of
subsystems masses and propellant mass fractiowedetthe electrical option chosen and a
chemical one.

In general, the main relevant feature of electrmpplsion methods is their high exhaust velocity.
This makes such a method more suitable for theiderel application, as the propellant mass
required to realize a given total impulse signifiljadecreases if compared to chemical propellant
mass. However, the drawback of electric propulsigstems is their high power-to-thrust values
that causes, considering the standard power budgegeneric satellite, low thrust levels. As direc
consequence this implies that longer times areinedjuo deliver the same total impulse with the
consequent problem of gravity losses. Nevertheledsctric propulsion systems remain the
preferred choice, especially for missions requitiigh total impulses, like the one in consideration
where multiple transfers, from a debris to the romd, are required.

Considering, from the preliminary mass breakdowee ($ab. 9), that thermal, telecommunication,
on-board data handling and attitude control systemot depend on the specific propulsion scheme
chosen. The comparison is here made sizing thesfmaop mass fraction and the power generation
system mass for the two cases. As the exploitaticanlow thrust propulsion scheme increases the
mission V, a meaningful comparison considers the same pedioce of the two systems in terms
of orbital manoeuvre. A given semi-major axis amdination changes are here assessed in order to
compare the two systems.

Equations shown in Sec. 10 provide thé required for a given change in semi-major axis and
inclination. Representative values for these viarnatare here assumed in order to carry out the
chemical-electrical comparison. These values afmete as the maximum variations of these
parameters in the SSO list. A total inclinationrgaof 3deg and an altitude change of 2k® are
considered. The totalV, computed by means of Eq.(42), results ##5for the electric case. A
standard Hohmann transfer [17] with complete iratlon change at the orbital apogee is, instead,
considered to estimate the performance of the dadmmcenario. In this case, indeed, a totalof

362 m/sresults, lower than the electric case, as expedNedv, from the Tsiolkovsky equation
(Eq.(36)), these V values can be related to the propellant mass ogpign by means of the
electric and chemical specific impulses. Whiletfue electric one 300®are used (see Sec. 8.1), for
the chemical one a realistic reference value of 239 assumed. In addition, for the electric
propulsion configuration 1RW are required only for the two thrusters. Assunting additional

kW for housekeeping and subsystem requirementsintipkes that approximately 15@ of power
generation system mass are needed, see Sec. BtReFhemical configuration, instead, the power
requirement is much smaller and just a coupleVigfare required, thus the power generation system
mass is around 2£g. In both cases, the same state of the art sol& [@er density of 80V/kg

has been considered [39]. The analysis so far ibescis represented in the two histograms of Fig.
67.
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Figure 67: Comparison between electric and cherpi@gulsion system configurations.

As shown in Fig. 67, the electric configurationoals 600kg of additional payload mass as the
propellant mass is almost 10% of the one of thenite configuration (from more than 900 to less
than 100kg) and the power generation system mass increadebyi25kg (from 25 to 15kg).

It is worth stressing that the above analysis iy wenservative as only a single transfer between

two target debris has been considered. Takingantmunt the whole mission, or even just several
transfers, the performance of the electric scenvaoiold be even better.

91



9 FOAM NUCLEATING SYSTEM

The kind of foam identified in Sec. 5, may be oraed by the mixing of two components. These,
upon mixing, give rise to a chemical reaction thiairts the polymerization process. The foam is
then ready to expand and cure. A mixing devicethas to be foreseen in order to allow the foam

to start the reaction before leaving the platfond axpanding on target debris. In order to simplify

(limiting the number of possible failure modes) aaduce the weight of the structure, it is possible
to think to a static mechanism, namely a mixingnahar and/or a mixing nozzle, as the easiest way
to mix the two components. These devices have tablieeto mix the two components when they

flow through it.

In this section we propose several solutions ferfam nucleating and attaching strategy and we
ponder their advantages and drawbacks in ordeefioelthe more suitable one. All of these are
however based on a static mixing system since wetaireduce the overall system complexity.
Obviously the foam can not expand inside the spaftebut the foaming process needs to occur on
the debris surface or in proximity of this one. Bus reason, the possible geometries are conceived
S0 as to satisfy this requirement. Furthermored#hece should be also able to provide a controlled
environment (especially in terms of pressure) af $hecific foam nucleation process might require.

Furthermore the device has to be able to apprdeeldebris and cover its surface to the larger
extentin such a way that the resulting foamedaibgsembles a sort of foam ball, thus the foaming
coverage should be as regular and distributed ssilgde.

The foam nucleating systems described in Sec epresent just four of a wide selection of possible
devices. These are all driven by the necessitgtoore the largest number of debris per year and to
reduce overall risks and costs of the mission. lloee, the methods here presented, have to be
intended (and have been conceivedeasedial methods.

For future launches, however, it is possible tosaber a simplified version of the same methods as
mitigation measures to limit post-mission orbitgétimes. In these terms, it would be possible to
equip future spacecraft with some tanks filled wathquantity of foam sufficient for the self-
deorbiting. These tanks should be able to be detivat the end-of-life of a given satellite. From
this point of view, this kind of device can be alstended agpreventive methofll04]. Equipping

all future satellites with such a kind of passideag augmentation, foam-based, self-deorbiting
devices would avoid the increasing of the spaceisigopulation and it would not require the foam
nucleating system here presented.

9.1 Device Concepts

The proposed foam attaching methods are here peelseA brief description of the four main
candidates is provided in the following:

1. Chameleon Tonguedebris may be approached by the platform usinglastic wire or a
sort of retractable tape. This is launched towatds debris with one side of the wire
attached to the spacecraft and the other one atiatth a vessel containing the mixing
chamber and the reservoirs filled with the two foeamponents. These reservoirs feed the
mixing chamber required to generate the needed .fd&m box, composed of these tanks
and the mixing chamber, is left on the debris sigfand the retractable wire goes back to
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the spacecraft. This type of device should not & o develop, as it can be developed
with state of the art technology, but it might b neally effective for those debris with a
considerable angular rate.

2. Foam Ejection Nozzlethe spacecraft is equipped with a nozzle fromreti@am is ejected
on the debris surface. This device may also be ewadbwith a robotic arm capable of
reaching the debris in a more precise way and coyds surface from various positions.
Also in this case, no particular technology hasdadeveloped, as many components of this
kind have already been used in space, even ffifi@reint purposes [105].

3. Satellite Swarma constellation of satellites is equipped withnaall nozzle foam ejection
system. These satellites are able to cooperaterder oo surround the target debris
completely covering its surface. In this way ip@ssible to ensure the almost-total coverage
also for large debris. Furthermore, each satetitesubgroup of satellites, can also work by
itself acting on smaller debris in close regions. adbove there are not new technology to
develop, unless the difficulty of coordinating seatesatellites. Furthermore these small
satellites can carry only a limited amount of fomuass, thus a replacement system or a refill
orbiting platform should be considered as well.

4. Foam Gums gums are a kind of reservoir filled with the tfecam components. They are
able to mix these two components, so that the perdization process can start. Moreover,
they have to release the foam once they have hedros the surface of the debris. In order
to hit the debris surface, the spacecraft may ha&ppgd with a gum-gun firing these
reservoirs. The cannon-like device should be abpecisely target a given debris.

It is worth stressing once more that it is possioleconceive simplified versions of the above-
described approaches as preventive methods. Itdkes the spacecraft can be equipped with self-
destruction tank filled with foam. To realise thiad of preventive method there is not necessary to
develop or create particular technologies. Indded, tank should be equipped only with two
reservoirs for the foam component and a staticmgixihamber, see Figs. 68-69. At the end of the
spacecraft life, the reservoirs release the ligund®rder to increase its area and consequently
deorbiting itself in a reasonable (a-priori statédke.

9.2 Issues

After the brief overview of the proposed foam natleg and attaching methods, this section is
devoted to investigate more in detail the possgdaes arising in these methods. Furthermore also
some deeper descriptions of the more relevant ég\ace provided.

Dealing with the chameleon tongue, a more acculatription of the working principles is
required in order to understand the issues relatédthis scheme. Indeed, it is important to define
the minimum and maximum distances from the debtisere the method is able to operate. This
means to define a threshold for the retractable Wength. The tongue is conceived as a tether or a
tape, objects already widely used in space [106jhérs are sort of long cables used to couple
multiple spacecrafts or release a mass [107]. Ereygenerally made of strands of high strength
fibres or conductive wires. For the preliminaryigesof the chameleon tongue, we refer to the state
of the art of existing retractable tethers. Nevalgths, some additional features are required for th
specific system under consideration. The releasehamésm, in particular, is supposed to be
equipped with a spring-loaded reel that dispenedscantrols the wire length. The active reaction
device relies on an electric step motor of fidirectly mounted on the wire reel. A friction beak
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and a spiral spring provide a passive retracti®iesy supposed added to the classic active device.
In this way the tether retraction is allowed evetih@ut consuming any power [107].

As an example of possible devices, and in ordetefine a maximum length for this tongue, we
refer, specifically, to a retractor with the followg characteristics [107]:

The retractor is able to bring about 2&pof mass at 1.&n/s In our specific application, the
weight that the cable has to support depends omjifaatity of foam necessary to the
covering of different size debris. The containerbe released is rather simple. It is
composed of the external bus, the two reservoidstlae mixing chamber and/or nozzle. In
total, including also the tether, it is estimatedttthe whole system weights less thark&0
Thus up to 20kg of foam can be released on the debris surface Whauld imply that a
single ball of 41n? is produced. If necessary, with large debris, ntbaa a single reservoir
shall be released.

The retractor is able to contain a tether lengthtayd6m. This size does not represent a
particular challenge for space tether applicatiamd realistically could be deployed without
particular troublesThe minimum tether length is related with typicedipems and risks due
to the rendezvous between two objects in spacehleosought application, however it is not
required to be too close to the target object deoto have the method working.

As previously mentioned, the assumed retractiotesyss passive and the system offers a
maximum retraction rate of 0.1B/s

The reservoir is attached on the free side ofditeet and, when it is released on the surfaceeof th

debris, the mixing device starts working to prodtmzm. The attachment is an open question, this
because it can be realized in different ways dejpgndn the target size, orientation and the

building materials. As example, for large debrgoad solution could be a sort of gripper or anchor.
A magnetic attachment could be another solution fios is not possible for non-magnetic debris.

Moreover, in more simple way, the reservoir carsdieked with adhesive.

With regard to the foam gum method, we have ton@dhiow many reservoirs are required for each
debris with respect to its dimensions. In vacuunexgransion factor of about 1000 is estimated, see
Sec. 6. Therefore, as example, considering a adntainer of 1@m side, it produces 10000of
foam. This means that, in order to encompass \eargel debris, we need more than a single
container. The cannon-like mechanism mounted orpléttiorm will be able to shot one container
after the other, or to fire multiple-shots. Prolyathle major issue of this method is related to the
momentum of these gums that would be transmittetheodebris. This might cause, besides an
increasing in the tumbling of the object, alsoigigly change of its orbit. This occurs especiétly
debris witch dimensions are comparable with thersesr dimensions. For this reason we need to
ensure a sort of “soft impact”. It is possible ¢alise a controlled shoot in order to impress alsma
thrust to the reservoir in order to ensure a sohadling speed, but this seems the main open pbint o
this method.

Figure 68 represents an example of the contairteanse. This can be used for both the chameleon
tongue and the foam gum, where just the attachjatgs changes.
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Figure 68: Example of container scheme. On thealefoss section of the rightmost figure is shown
in order to display the mixing nozzle, the two resé@ and the mixing chamber.

On the left of Fig. 68 a cross section on the doetais shown. Here we can clearly see the two
foam components reservoirs, the mixing chamberthadtatic mixing nozzle. On the right of Fig.
68, instead, an example of the container itsefémesented with the foam ejecting nozzles. Figure
69, moreover, is an artistic depiction of the badgig of the foaming process. Obviously this is only
a gqualitative representation of the process.

Figure 69: Schematic representation of startingifing process nucleating from the vessel
delivered by the chameleon tongue or the foam guathoal.

The main issues of the foam ejection system, idstage connected with the cone semi-angle
shaping the flow and with the dispersion of theofis” of foam. The opening angle of the cone is
connected with the flow speed and with the readiime of the foam. The higher the flow velocity
the smaller the opening angle, while the lowerekgansion time the larger the opening angle.

The nozzle here considered is a static mixing moalthe sense that it is a sort of mixing channel
into which the two liquids are mixed, like the orsé®wn in Fig. 70. The length of this chamber is

limited by the polymerization time of the foam.flct, the expansion needs to occur after the foam
has been ejected, near the surface of the deboislar to cover it in the best possible way.
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Figure 70: Two models of static mixers [108].

In this method, the nozzle is supposed to be mduortea robotic arm. This arm can be realised as a
retractable arm that should be deployed only duthiegfoam nucleation phases and retracted during
the transfers. The length is dictated by the radiuBbamed debris. In fact, when the spacecraft
moves near the debris, for the foam attachmerdrete probability that the foam encloses (at least
partially) the spacecraft itself exists. This prbltity is connected with the relative closeness of
debris and platform. As an example, considering t8ri3 debris (one of the largest debris here
considered), the dimension of the foamed ball, s&arg to its deorbiting (see Sec. 4), would be
smaller than 12n. Therefore, 1%n as length of the robotic arm is a conservativeiagdion. This
size is used to asses in detail the performantieisystem in Sec. 9.4.

Many of the issues related to the foam ejectiorzleoare directly applicable to the satellite swarm
concept. On one hand, in this method, each satdlivery small, thus it is not possible to mount a
robotic arm. On the other hand, their small siteved manoeuvre times smaller than the spacecraft
equipped with a single nozzle. With this regargpasible improvement of the foam ejection nozzle
device can be represented by multiple arms or dithilmanoeuver capabilities of these, both
solutions significantly increasing the overall gyatcomplication. Considering that the expansion
time for the foam in vacuum could be substantiake(Sec. 6) and takes place in some hours, the
satellites need to move away after the foam epeatithin this time. Generally, we can also argue
that, if one or more satellites would remain enetbsnto the foam ball, it would not be a
catastrophic event, due to the large number of svedements and their possible fast replacement.

A common problem, of both the nozzle and sateflilearm mechanisms, is the cleanness of the
nozzle. In fact, after the use, it is importans@ape off the polymerised foam in the duct in orde

to prevent the blockage. The foam ejection velooityld help in this process, however this velocity

can not be too high, because it can generate aiweglarust capable to outdistance the spacecraft
from the debris, see Sec. 9.4. This issue can &ify éaced by considering ventilation of the ducts

after the foaming process, e.g. by means of sored gms, so as to wipe out possible foam

incrustations. Furthermore, due to the very lowglhiedf the mixing nozzle, a cold redundancy can

be easily conceived.

Dealing with this approach, it is worth mentioniagleast another ejector concept; the electrostatic
spray. Both the robotic arm and the satellites sweain be equipped with this kind of device. In an
electrostatic spray, the two mixed liquids are riggly charged and accelerated by a potential
difference to be created between the liquids amdtadinget debris. With this method it would be
possible to direct the foam flow, control the defims rate, control the pattern size, shape, and
density of the spray [109]. This device is largeed for ground-based painting applications, thus i
could be developed with state of the art technolddgvertheless, this solution seems to be too
elaborate, heavy and expensive [109] if compardldemozzle device.
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9.3 Characteristics Identification

The aim of this section is to carry out a qualtatanalysis to estimate, as first approximatioe, th
best option among the proposed foam attaching eégvithe choice is based on the study of the
main characteristics necessarily required for tef-based removal system. These characteristics
are:

Reliability. in terms of all risks connected to the missioror&bver, even if the device
reliability influencesEffectivenessthey have been here separately considered i ¢ode
isolate these two aspects.

Technological issueshis characteristic represents the innovatioh waspect to the state of
the art and all the general complications connetctdde realization of the system.

Flexibility: with this aspect we refer to the capability oé $ystem to cover debris with
different sizes, forms and orientations.

Cost in terms of launch cost, general cost of the spadt, foam nucleating and attaching
mechanism.

Effectivenesshere we refer to the efficacy of the foaming msscand to how many debris
per year itis possible to remove.

All of these characteristics are assumed to haweadme relative weight, thus the same importance.
At this point it is possible to fill a decision mat(Pugh Matrix) based on these aspects and the
foaming systems proposed. Assigning a grade betveerd 10 for each characteristic and for each

type of ejection devices, it is possible to estdblivhich one of these is the most suitable one, see
Tab. 10. The score is assigned so that 1 corresporttie worst situation and 10 represents the best
one. In Tab. 10, the single scores for each ejeatievice and for each characteristic are shown

together with the total score and final ranking.

Chameleon Nozzle Satellite Gum
Tongue Swarm
Reliability 6 7 7 5
Technologlc_al_ I_ssues and 5 3 4 6
Feasibility

Flexibility 4 6 8 4
Cost 7 I 4 7
Effectiveness 6 7 8 5

TOT 28 35 31 27

Table 10: Foam ejection decision matrix: main chimstic vs. ejection devices.

According to this qualitative analysis, the besti@pseems to be the foam ejection nozzle, closely
followed by the satellite swarm. Instead, the gumd the chameleon tongue do not represent good
choices. Indeed, in terms of capability to covdsrgewith different forms, orientations and sizes,
i.e. in terms of flexibility, they can encountems®difficulties. For the chameleon tongue, thedeth
aim only a fixed direction, this means that, inesrtb totally cover a very large debris, are needed
more than one manoeuvre. The same occurs for tme lgecause the cannon can shoot only on the
visible surface of the debris and, also in thisscasore manoeuvres are needed.

The foam gum has not a good reliability, due to risks connected with the impact between the
reservoir and the target. As previously said, ksl of device can encounter problems with small
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debris, which size is comparable with the reserong. The low grade assigned to the technological
issues of the chameleon tongue is conservativelynasd due to the not really successful heritage
of tethers in space. Concerning the costs, themiskof technology are not really expensive, in
relation to the other devices, like the satellkeasm concept that is considered to be the most
expensie one.

Therefore, the nozzle system is here considerdoeta good solution in terms of technological
issues, costs, reliabilty and effectiveness. lot,faas previously said, there is no particular
technology to develop for this kind of devices. e same reason it is assumed to have a good
reliability and reduced costs. Dealing with thexiitelity of this device, it has a smaller scorertha
the other characteristic. This happens becausa, iettee nozzle is combined with the robotic arm,
in presence of large debris, the total coveraggsagurface with one single manoeuvre should be
almost unlikely. Instead, this problem does nouoasgith the satellite swarm concept. In fact, the
swarm elements can easily surround the debris gireygood foam coverage simultaneously. Even
in terms of effectiveness the satellite swarm aggiiohas a higher score, due to the presence of
more satellites able to work on more small debtitha same time, instead of one satellite that
obviously can work only with a single debris airag. Considering only these two characteristics,
the satellite swarm could seem to be a good saluitiat, as Tab. 10 shows, this device might have
high costs and it is more complicate than the adlesices. For these reasons, the choice fallsen th
foam ejection nozzle. This solution is explored enordetail and roughly sized in the next section.

9.4 Preliminary Design

Since, from the above considerations, the foamtiefecozzle results the best option, the aim of
this section is to explore in detail this mechanignpreliminary design and a rough estimation of
its performance are here provided. The idea isdtige the foam ejection nozzle equipped with:

Two reservoirs, one for each foam component.

Two ducts, to feed the mixing chamber with the twmponents.

One mixing nozzle, acting as static mixing devideere the foam nucleates.

A pumping system, to let the components flowingtigh the ducts.

A robotic arm, where the ducts are mounted on &rtelta reach the target debris.

A pipe flushing system in order to ensure the aieas of the nozzle.
The pumping system pushes the two liquid componemitsch initially are in the reservoirs,
through the ducts up to the mixing chamber, attiheof the robotic arm, where the foam is
nucleated and thereafter ejected. The ducts ardléwible pipes mounted on the robotic arm. The
arm is conceived as telescopic or articulated deoto be folded during the launch, transfers and
non-operative phases. The mixing nozzle is a csilratiduct in which the two liquids are forced to

flow through a tortuous passage, in order to reaistatic mixing. The final part of this chamlzer i
an appropriate nozzle-shaped duct. Figure 71 shaehematic representation of the device.
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Figure 71: Schematic design of the foam ejectiozzeoon the extendible robotic arm.

The static mixing option has been chosen accortbntpe wide selection available for (ground-
based) industrial purposes. Examples of the mosinhwercially significant mixers are the SMV,
SMX, SMR, KMS, KMX, etc [110]. Each of these is @ihle for a specific application, but a
detailed description of the main characteristieath model is far beyond the scopes of this section
thus in the following a generic one is considetadarticular, the one here considered is described
as suitable for laminar flows and high viscousd&uj110].

Figure 72 shows the mixing of the two componentspa through a static mixer as modelled by a
mul ltip hysics softwareGOMSOL) [111]. The phases (blue and red colours in Fyj.afe forced to
mix by the multi-helical structure inside the pipepresented on the right hand figure, up to obtain
a uniform mixture.

Figure 72: Static mixer working scheme. On thedetoss section showing the two phases (red
and blue) mixing at the section plane indicatetherightmost plot where also streamlines of the
two phases are shown [112].

In order to carry out the preliminary sizing of te&tic mixing chamber, let us consider the
equations for the behaviour of fluids in pipes anking chambers [110]. The pressure drop in a
static mixer of fixed geometry, for laminar andoulent flow, can be respectively modelled by:

I:]Dsm :KI[P

pipe

DPs = K.DP,

pipe

laminar flow

37
turbulent flow (37)

WhereK,; andK; are given coefficients (related to the mixer getynand provided in the mixers
data sheets) for laminar and turbulent flow aRpipe is the pressure drop through an open pipe
with the same diameteD, and lengthl.. The pressure drop in a duct can be genericaflyessed

as function of the velocity by [110]:
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2
DP =4f%rv7 (38)

wheref is the friction factor. It is a non-dimensionalraaeter applied to model fluid friction in
pipes. Itis related to the pipe diameter, the qanesdrops, the fluid kinetic energy, the pipe thng
and its surface roughness. For laminar and visftows it is given by [110]:

64 .
f=— laminar flow
(F; ?)79 (39)
f =W turbulent flow
&

whereReis the Reynolds number.

Let us introduce now th€oV coefficient of variation [110,113]. It represettie ratio between the
standard deviation of concentration measurementr@nchean concentration. This is also called the
intensity of mixing or degree of segregation. Byywd example, in a typical industrial mixing
process, an additive might be considered well miae&% CoV [110]. The finalCoV is usually
independent of the amount of components to be miked the foam quality resulting from the
mixing nozzle system is not dependent from the idedize.

As the aim is to define the length-to-diameterorafi the mixing nozzle, the relativ@oVreduction
coefficient is required. Thi€oV; can be, indeed, directly related to th® ratio [110].CoVr can
be both given by the ratio of initial and fin@bV value CoV; = CoV/CoV) and by &Ki coefficient
elevated to the/D ratio. Namely [110]:

CoV, = KY° (40)

Here K; is a given coefficient and it depends on the miygre and laminar or turbulent flow
regime. Actually, this coefficient is strictly réda to the Reynolds number of the flow, see Fig. 73

Figure 73CoV; trend with respect to the Reynold number [110].

Therefore, from the knowledge of th& andCoVr it is possible to find th&/D ratio, by means of
Eq.(40). For low Reynolds numbers (less than 1e8)CbV; is assumed constant at 0.035 [110].
This is particularly important as ti®ewe expect in our application is below the minimofrthe
plot of Fig. 73.
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In order to apply these relations to the case uodesideration, let us consider (as already done in
Sec. 6) the ESPAK 90 polymeric foam [116]. The ealdor the viscosity and density, for the two
components are listed in Tab. 11:

Component A] Component B

Viscosity at 25°C mPa ¢) 67(C 20C
Density at 25°Ckg/l) 1,1 1.2¢

Table 11: Viscosity and density values of the twaponents of the ESPAK 90 foam [116].

The nozzle sizes and the exhaust velocity are hgsamed in order to have a relatively small
nozzle and a reduced foam ejection velocity. Aviptesly mentioned, the exhaust velocity can not
be too high, since it can generate a negative tthmod a too large nozzle could cause foam
dispersion around the debris.

Considering a diameter for the static mixer of Om5and an exhaust velocity of Orf/s the
Reynolds numbers for the two components resultdprbespectivelyRex=24 andR&=93. This
means that the flow is laminar in both cases aed0ti®35 value for the coefficient of variation
reduction can be assumed. The specific refereadie stixer considered is the SMX series [110].
Its K; andK| parameters, required to estim@®\; andL/D, are [110]K;=0.63 andK=37.5.

With these values, the pipe length and the regufiressure drops are:

L =0.36m
DP,,, =27269Pa
DP. =30067Pa

pipe

DP, =DP, +[P

tot

(41)

e 57337 Pa
The Py directly represents the pressure needed for thgjpg system in order to generate the

desiderate exhaust foam velocity. A conservativeevéor Py could be 10&Pa and by means of
a regulating a valve it is possible to control inessure upstream the mixing pipe.

The length obtained from the sizing, seems to bmasible value, compared to the state of the art
for static mixers already used for several appticst and also compared to the robotic arm length
assumed (15).

The thrust generated by the exhaust foam velogilgpwer than 0.2 and this does not represent a
particular issue. Indeed, if the spacecraft is goed, as conceived, with an electric thrusters it i
possible to generate a thrust equal and oppostalier to keep the spacecraft itself fixed durime t
ejection. By way of example, let us consider theugter identified in Sec. 8, the PPS-5000. It
generates a specific impulse of 3&JQ03] and a corresponding thrust of 0l2as desired.

A very last consideration can be done about thé&ehaf the static mixer. Considering another type
of pipe, the values oK; andK; change [110] and consequently also the final lerujtthe pipe
itself. Implementing the mathematic model, abovecdbed, for different mixers, we can see that
the pipe length and the total pressure drop charsgslightly, indeed they remain in the same order
of magnitude of the values here computed.

The static mixers considered here are realizedyfound application. For this reason, in future, it

can be considered to develop an ad-hoc space maskisuch devices. This would lead only to an
increase of the performance, probably in termswadller mixer and/or tank pressure.
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10  MISSION ANALYSIS

In this section we apply the assumptions made atfmuplatform design, Sec. 8, and the foam
characteristics, Sec. 7, to carry out a prelimirarglysis of a mission for active removal of space
debris. Focusing on the platform duties, each pbadee mission scenario depicted in Sec. 1.3 is
here assessed by means of analytical approximatioonsder to estimate the velocity increment
DV needed to acquire a target orbit. The space didisipresented in Sec. 3 are then used as test-
beds, in order to estimate the method capabiliteeims of number and mass of debris removed, as
function of the number of missions needed to coteplelean up one of the regions portrayed by
those lists.

In order to implement the preliminary low thrustssion analysis among so many objects, some
assumptions are adopted:

At the beginning of each mission, the platformetased by the launcher on the exact orbit
of the first target, so no orbital manoeuvre hasd@erformed. This means that, for the first
targeted debris, the only task to be performetdsiebris foaming.

The orbits of debris are considered unchangedHervihole time needed to target each
debris, i.e. no drag or Earth oblateness pertwhdtl2 effect) is considered during the low
thrust transfers neither for the debris nor forgheform.

Platform orbit is always accounted as circular amce the orbits of debris listed in Sec. 3
present very small eccentricities, the same assampiso holds for target debris. This
motivates to neglect the argument of perigee chamag®euvre.

No orbit phasing is considered to adjust also tadfgrm true anomaly with respect to the
one of the target. This assumption seems reasqnsibéee a more sophisticated thrusting
strategy would definitely allow avoiding further nweuvers.

The time needed to encompass the debris with feaneglected with respect to the time
needed for orbital manoeuvres.

The mass of the spacecraft is considered constairtgdeach orbital manoeuver and its
value is obtained as the average between the mdse Aeginning and at the end of the
thruster operations.

The platform trajectory is obtained by the semignagxis and inclination change
manoeuvre followed by a RAAN change.

The natural change of the orbital RAAN, due to fléat, is neglected both for the platform
and for the debris. This assumption results in @seovative mission profile, since it is
always reasonable to assume a thrusting stratgmplsaof exploiting this perturbation.

The total manoeuvre cost is obtained as the maxiwelocity increment between the one
necessary to perform the combined semi-major axdsiclination change and the one for
the RAAN change manoeuvre. This assumption sti/jies reasonable results considering
the previous considerations about natural RAANtdrif

Since the platform is expected to spend most ofifééime in the highest layers of the
atmosphere, the atmospheric drag perturbationgkeoted for the purpose of this analysis.
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10.1 Mission Profile

Considering the assumptions listed before, it isside to describe the mission profile as a
sequence of predefined manoeuvre, each one asd®ssadans of a first order approximation to
actively remove each target debris. The selectidhedebris sequence is based on the comparison
of the manoeuvre cost (computed, as already stagethe maximum velocity increment between
the one necessary to perform the combined semirragje and inclination change and the one for
the RAAN change manoeuvre) for all debris of tisé li

In particular, the V required for the combined semi-major axis andiriadion change is assessed
by means of the analytic Edelbaumm approximatid]1

DV = \/voz - 2V, cos %Di +V? (42)

whereV, andV represent, respectively, the orbital velocity ba initial and final orbit andi is the
desired inclination change angle. It considers @stemt acceleration to compute the low thrust
transfer velocity increment between two circulaclimed orbits by linearizing the Lagrange
Planetary Equations around a nominal circular ¢ddit].

The other manoeuvre that can not be neglected dethishe RAAN change. It can be analytically
approximated by [115]:

=L | bwisin(i
DV—Z\/;|DV}sm(|) (43)

wherea is the orbit semi-major axis,its inclination and  the desired change in RAAN. This
manoeuvre is performed using out-of-plane thrustiniy burn arcs centred about the apices (i.e.,
the maximum and the minimum latitude points) unther assumption of almost circular orbits
[115].

Once that these values have been assessed, thefnpaspellant needed to perform each of these
manoeuvres can be computed by means of the Tsgkigdwquation, see Eq.(36).

It is, moreover, possible to assess the time neddegerform each manoeuver, under the
assumption of constant acceleration, by means of:

m -2 (44)

where mg is the average spacecraft masg the value of the spacecraft mass at the beginfing
thruster firing a the resulting average acceleration on the spdtecra

For each targeted debris, the mass of foam reqtoreeorbit it can be computed considering the
value of the foam density identified in Sec. 7 @ne volume of the ejected foam. This value is
obtained as the difference between the volume eid#bris after and before the foaming process.
Since the shape of target debris is unspecifieth tiee foamed debris and the specific debris are
assumed as spherical objects. Under this assumpti@noriginal debris volumeyp can be
estimated as:
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°=3” (45)

whereAp represents the average exposed area of the teebes. The final volume of the foam
ball, instead, is calculated by taking into accoilnat optimal value of the ball radius for the tdrge
debris computed in Sec. 4. Once that the ejectadhfeolume is obtained, assuming for the foam
density 1kg/nt, see Sec. 7, the foam mass can be estimated bindctad from the platform mass.

10.2 Results and Considerations

Considering the so far outlined mission analysjgr@@ch, the three different lists and the optimum
foam ball radii, identified in Sec. 4, have beeediso assess the performance of the method in
terms of number of debris targeted per year andhited mass. The results of this section are
definitely not affected by the foam expansion fatiot from the foam characteristics point of view,
the main relevant factor is the density before afier its expansion. Indeed, the foam expansion
factor only affects the platform geometry, see S6c.

The initial value of the platform inclination hagdn obtained by means of a coarse grid on this
value and considering the one resulting in theelsirgumber of debris deorbited per year and the
smaller number of missions required. A medium aphesic density scenario is considered for the
three lists (see Sec. 2.2), then the optimum laaius values corresponding to this scenario are
used.

Figure 74 shows the mission profile for the missapplied to the DISCOS debris list.

Figure 74: Mission analysis result for the DISC@$ih the medium density scenario. From the
upper left corner: platform mass consumption, maneetime, foam mass and total mass of debris
to be still deorbited trends with respect to thierédeindex number.
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The plots in the upper row of Fig. 74 show the ntasssumption due to electric thruster operations
(left), the time needed to perform the required oearnre (centre) and the foam mass needed to
foam each debris (right). The plot in the lower relmows the mass of debris still in orbit with
respect to the mission profile. The vertical reted in each plot show the separation between a
mission and the next one. A mission is intendebetmver if the sum of propellant and foam used
has reached the total amount allocated for thequamtities, i.e. 3.6ons Since the beginning of
each mission there are more debris to target, ihgeeiant mass cost is typically lower than the
foam mass cost. For this reason some missionsciafipehe first ones, present higher values of
foam mass consumption and small values of progefteass consumption. On the contrary, last
missions present higher values of the propellargsntansumption and require much more time to
be completed due to the small number of debristydharget. Considering the DISCOS list, 7
missions are sufficient to target 50 debris in a®iyears This value can be much smaller (6
yearg if all the missions are performed at the sames ftine. in parallel with multiple deorbiting
platforms. On average each mission reaches tbh2of debris with an average value of 2.57
tons/year Assuming to start each mission at the end optieeious one, slightly less than 2 debris
are targeted during one year. This value strongtyeases, up to about 14, if we consider to
perform all the missions at the same time.

The same approach can be, thus, applied to the toelists. Figure 75 shows the results of the
mission analysis applied to the proprietary SSO lis

Figure 75: Mission analysis result for the pro@igtSSO list in the medium density scenario. From
the upper left corner: platform mass consumptioanoeuver time, foam mass and total mass of
debris to be still deorbited trends with respedh®debris index number.

In this case 21 missions are required to targetdelfris. Every year, assuming to perform the
mission in series, 4.32 debris are targeted onageewith an average mass value of 3dyis of
deorbited debris. Each mission on average targéis téns of debris. Also in this case some
missions show large values of the foam mass redjuwkile some others require more propellant
mass and time to be completed. It is worth notorge again, that if several parallel missions are
carried out at the same time, the average numbeelnfis targeted per year grows up to 90.8 and
7.3yearscould be sufficient to complete all the necessaigsions.
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In this case the high number of targeted debrig/par is mainly due to the large number of debris
available in the list and their relatively closébiteil element values. Actually this represents a
complete SSO-tailored active debris removal mission

Of course, the same methodology can be applieletdast list described in Sec. 3.1, the UCS one.
The results are shown in Fig. 76.

Figure 76: Mission analysis result for the UCSitisthe medium density scenario. From the upper
left corner: platform mass consumption, manoeuwee,tffoam mass and total mass of debris to be
still deorbited trends with respect to the debrieix number.

The more crowded UCS list, requires 34 missionerdter to reach all the 237 debris. Assuming
again to perform one mission after the other, 8&&is can be targeted each year on average with
a corresponding value of the debris mass per year38tons/year so each mission is sufficient to
target 2.93onsof debris. On the contrary, considering severd) (garallel missions carried out at
the same time, the number of foamed debris per geaomes 115 and all missions would be
completed within 4.4ears This list, contrary to the previous ones, presentvide range of semi-
major axis and inclination values, then much mappllant and time is needed to perform each
removal mission.

Indeed, each mission on average performs a veloatgment on the order of Xn/s Most of the
time is required to move from a debris to the nexé and changing the specific thruster here
assumed (or the power level) would reduce this tin@easing the mission performance. In
general, the electric thruster, the foam densife initial platform orbit and its mass, the
atmospheric model and the specific list consideasdthe fundamental factors resulting in these
specific numbers. All in all, these cases repreaeatage (and rather conservative) situations where
the deorbiting platform is always able to deorbitemst some debris per year reducing the debris
mass at least of thn/year.
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11 HAZARDS AND RISKS

After the foam characteristics analysis and thgulieations for deorbiting purposes, let us focas o
the possible troubles arising in this approach. &oimthe most critical phases to focus on, for the
definition of hazards and risks of the foam-basedrkiting method, are the ground handling phase,
the launch phase, the foam ejection phase andetiwditing phase. Each of these phases presents
its own issues and these have to be carefully faweal/oid any harm or injury and to have the
highest probabilities of success for the mission.

In this section, starting from the previously stagssumptions and implementing few low order
models, each phase is considered together witktéps that can be taken to reduce the associated
risks. Obviously, since there are very few experasnof foam expansion in space, these
considerations have to be intended as first guésdeto describe the way to handle the problems
related with this approach before, during and dftermission.

11.1 Ground Handling

Concerning the handling of components of polymferam, as identified in Sec. 5, it is reasonable
to assume that there is not any additional hazasthg from the integration of these substances in
the spacecraft or from the interaction with anyt pathe spacecraft.

The safety documents provided by the foam prodaténe foam identified in Sec. 6 (ESPAK 90)
are here used as reference for the identficatiqpotential hazards related with the handling & th
two components needed to generate such foams, Ip@ycomponent.compounds with N-[3-
(dimethylamino)propyljtall-oil amidgs and diisocyanate (B-componenilethylene diphenyl
diisocyanatg[116].

For handling and storage of both components, strisngly recommended to avoid the contact of
the substances with eyes and skin using approppratiections as rubber gloves and protective
glasses. It is also recommended to avoid for treeBponent, that the local value of the vapour
concentration exceeds the 0.06%/n. Both components have to be stored at a maximum
temperature of 50C while the temperature of the B-component musteath temperature below
5°C (thus a thermal control system is mandatory). Bbéhcomponents have to be dumped notinto
any sewers, or on the ground. They should be tleatehazardous waste according to the EC
Directive 91/689/EEC [116] and to any national dsgl practices governing hazardous waste. The
transport of both components has to take placemitie acceptable temperature range and away
from foodstuffs, although it is absolutely conseténot hazardous.

It is reasonable to assume that these specificegatinange form foam to foam, but the related
hazards are easy to mitigate in similar fashiomsthiermore, in general, most polymeric foams do
not present specific human hazards and they ate gasy to handle also in ground applications
[61].
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11.2 Launch

During the launch phase, a wide range of diffeneathanical and thermal stresses takes place. The
storage of the two components listed in Sec. 1hsidé the spacecraft, together with the
accommodation of the spacecraft itself inside #en¢her, has to be designed in such a way to
constantly satisfy the storage temperature of divstances. It is also clear that any part of tlaenfo
components tank and of the foam distribution syskexs to tolerate all the forces acting on the
spacecraft during this phase, avoiding any undésbatact between the two components (however
assumed to flow in different circuits, see Sec. 9).

In case of accidental leakage in one of the foaedihg circult, it is very likely that the contact
between one component (A-component) and the ordbe#ectronics could result in serious
damages and consequently a spacecraft malfunggi@onld occur. In the unlikely case of multiple
failures and contact between the two componergshéat generated by the chemical reaction could
damage some of the spacecraft subsystems strammglyromising the spacecraft operations and the
whole mission. It is expected that neither the &uen nor any other (possibly present) payload will
suffer from the loss of functionality of the deditg spacecraft considering that the foam generated
by the accidental reaction of the two componentisramain contained within the spacecraft and its
structure, much more firm than the expanded foamgdss the reaction.

11.3 Foam Ejection

The ejection of the foam from the spacecraft thhotige foam nucleating system, see Sec. 9, is
without any doubt the most critical part of the sios1. During each step of this phase, see Sec. 1.3,
a potential fault could occur leading to a widegewf possible consequences for the mission and
for the spacecraft operations. In case the foactegjefrom the spacecraft does not reach or it does
not stick to the target debris, it will be verydli that it starts orbiting. The initial non-zerelative
velocity of the foam with respect to the spaceaaittses this orbit to be different both from the on
of the deorbiting spacecraft and the one of thgetadebris. This malfunctioning, however, does
definitely not generate new significant orbital debthe very high value of the area-to-mass ratio
of these orbiting foam, causes its rapid desceert &om high orbital region. By way of example, a
small ball of foam of 0.kg of mass would deorbit from 90dm of altitude within 4 months and
from 600kmin less than two weeks.

If during the foam ejection, the reaction is sonwelevented or stopped, the two components
would start to flow out from the spacecraft repneisg potential hazards both for the spacecraft
itself than for other orbiting objects. It is vamportant, for this reason, to continuously contia
density and viscosity of the obtained foam bottthat exit of the foam nucleating system and at
some stages of the foam formation before its expansutside the spacecraft. This could even
result in a malfunctioning or blockage of the foafaction device, so it is necessary to provide
fault-tolerant designs and redundant components.

Some issues may also arise from a non-sphericalbdison of the foam around the target debris.
Actually, it is more likely to observe an asymnedtishape for the foam around the target, given its
possible complex shape and uncertain nature. Femrdlason, it is reasonable to assume that the
spacecraft has to be provided with an autonomosgesyfor the formation flying control with
respect to the target, in order to cover, as mcpassible, any side of the target with foam. It
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should then wait for the foam expansion and thescged again with its ejection to refine the
geometry of the foam ball.

In case of malfunctioning of the foam nucleatingteyn, it is reasonable to assume that the foam
does not succeed to encompass the debris. The switwration that can take place is the foam
ejection only on a single debris surface. This elemds to a balloon-shaped debris composed of
the actual debris and a foam ball attached toglesfiace only by a small quantity of foam, see Fig.
77. In order to assess the behaviour of the foans worth analysing this worst (and very
conservative) case scenario to understand whatdsheuthe minimum contact area between the
foam and the debris.

Figure 77: Artistic representation of a worst caesslt of a foam nucleating system malffunctioning.

Considering the previously described scenarios ipessible to schematize the foam and debris
relative position as represented in Fig. 77. Is implified configuration, the debris is considkre
as a cube (any other shape would not affect thlewimlg considerations) and the foam is
completely expanded next to the debris with jusinall quantity of foam acting as adhesive. In this
situation it is very likely that, given the partiaushape and the unbalanced mass distribution, the
system happens to be in rapid rotation during #xentry. Nevertheless, this scenario is here
conservatively analysed considering the forcesridigton shown in Fig. 78 as a worst case
condition with respect to the resulting stressethatfoam-debris interface. Among the possible
stress conditions, the one here represented isrthaén which the cross sectional area is minimum
with respect to the tension distribution.
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Figure 78: Schematic representation of stressefoaneks acting on the foam-debris system at the
materials interface. The forces shown on the éeftlito the stress shown in the right plots.

As it is clear from Fig. 78, it has been considdtent half of the contact surface is compressed by
the moment acting on the system, and the resteofebion is oppositely loaded. This latter region

is the one considered as critical for the stremdtithe bond. The torque acting on the system,
causing bending moment, is due to the differenbapheric drag force acting on the two elements
according to their different area-to-mass ratio.

To obtain the most conservative result for the diesd scenario, the system has been supposed to
be on a 30kkm altitude circular orbit. This orbit is, indeed, eomith the highest value of the
atmospheric density, and then the highest dragteesie force. Considering even that at lower
altitudes the debris would, in case of separatiomfthe foam ball, deorbit by itself in any caser. F
higher altitude values, the foam-debris system dodéfinitely deorbit spinning as described
before, since the forces acting on the system woeldxponentially smaller.

Considering the nomenclature of Fig. 78, the bepaimment, applied in the centre of the contact
area, acting on the system is given by:

T=FKR- KR (46)

In order to assess the minimum contact area bettecfoam and the debris, the moment resulting
on the system has to be related with the resudtirasses, supposed distributed as shown in Fig. 78.
In the scheme of Fig. 78, stresses are assumedwoligpearly with the distance from the centre of
the contact area, i.e. tixecoordinate, up to the maximum allowable val§e,, . The S ., value

has been obtained considering the tensile strerajtle of a commercial elastic polyurethane resin
adhesive §=2.5 N/mnf) [117] and applying a pejorative factok € 1000) that would take into
account the presence of voids and the non-perfeatn f adhesion to the debris surface, so
S ex =5/K. Thus the actual tensile strength value here assumS ., =2.5e-3N/mnf. Under
these assumptions, the tension distribution, limetir thex coordinate shown in Fig. 78, is:
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It is now possible to identify the relationship\ween the radius of the foam—debris contact surface
(r), and the moment due to the atmospheric drag doacting on the two different parts of the
system. This is done in order to size the minimwntact area. In particular, one half of the
bending momentJ, has to be balanced by the integral of the tendistribution over one half of
the contact area. Assuming a circular contact attea, relation can be analytically solved as
follows:

r 4
LIS (x)xdA= s (¥ xdxdy= Smac 3 gxdy Smex [ 2 B gys P (48)
2 a2 N2 w2 T U 16

Thus, solving with respect to the radius, the mummacceptable value is:

p Smax

At this point of the analysis, it is possible teu=y.(49) with the optimum foam ball radius values
obtained in Sec. 4. Considering the DISCOS listdesd in Sec. 3, three debris with the highest
value of the foam ball-debris area ratio have bemmtfied for the minimum, medium and
maximum atmospheric drag model (see Figs. 25-2fg fesulting bending moment has been
evaluated for these three cases, and then the ommiwalue of the foam-debris contact area has
been obtained by means of Eq.(49). The resultsisfanalysis are described in Tab. 12.

Atmqsphenc Minimum | Medium | Maximum
density model
Debris Number 23 9 9
Rt [m] 7.83 4.43 4.38
As [mf] 193.03 61.72 60.31
Area Ratio [-] 85.37 34.81 34.01
Aqg [m7] 2.26 1.77 1.77
Rg [m] 0.75 0.67 0,67
Fr [N] 0.10 0.08 0.15
Fa [mN] 1.19 2.22 2.52
T [Nm] 0.79 0.34 0.67
r[cm] 9.32 7.03 8.8
A [m7] 0.027 0.016 0.024

Table 12: Bending moment and minima foam-debridamirarea for debris with the highest value
of the foam ball-debris area ratio in the threéedént atmospheric density scenarios.

The minimum radius of the contact area is alwayallemthan 15cmfor the three cases. For the
sake of completeness, the debris considered fanihimum density case is not equal to the one of
the other two cases (see debris number row in Tap. For debris number 9, indeed, in the
minimum density case the area ratio is slightly llen#77.5) than the highest one (85.4), leading to
a minimum radius value of 8.88n, instead of 9.32m.
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All in all, this analysis shows that even in thexyunlikely configuration the contact area is eath
small and it can be reasonably realized also ie oAfoam nucleating device malfunctioning. Thus,
the foam-based method, although with reduced peence, can work anyway.

11.4 Re-entry Behaviour

During the deorbiting phase the foam balls coulingely hit or be hit by other debris or even by
still active spacecrafts and satellites. This negligible impact possibility is obviously due taeth
large exposed area. Impacts with active spaceaaftdbe avoided simply tracking the foam ball as
any other debris and, as the ball is not controlieding the re-entry, it will be care of the
controllable satellites to avoid the impact. Ineca$ impact trajectory between the foam ball and
one or more orbital debris, the impact is most pbdyp unavoidable but may still not be critical
depending on their relative size.

Using again the NASA90 model described in Sed.i&,possible to estimate the debris impact flux
for an hypothetical 7.5 radius foam ball on a 908n altitude circular orbit inclined at 1ldeg
Considering Inm 1cmand 10cmas minimum debris diameters, it is possible tonegée the total
number of impacts per year for the given ball, geiespectively 7.5, 0.03 and 9.9e-4. For a foam
ball lifetime of 10years these values lead to a total number of impagsedively of 75, 0.3 and
0.0099. None of these values is compliant with NASGAidelines for Limiting Orbital Debris
described in Sec. 3. The latter one, however, sgoris a very small number of potential impacts
that do not result in catastrophic collisions. Amaiter of fact, a collision with a space objectj&
than 10cm in diameter could even end in an impact with tlebrid encompassed by the foam,
potentially without generation of new debris thatwd in case remain encompassed by the foam,
or in the separation of some foam from the foanh lralthis latter case, the foam debris resulting
from this collision will deorbit in a small time duo their high area-to-mass ratio as described in
Sec. 11.3.

Concerning impacts with objects smaller thanch®in diameter, given the peculiar property of
porous solids as foams and aerogels, it is pos&btensider that the behaviour of the foam ball
during an impact event, will be similar to the afescribed for aerogels. Since 1995, aerogel and
polyimide foam dust collectors have been develdpedhe intact capturing of micro debris on the
Micro Particle Capturer on-board the Russian SerWwmodule of the International Space Station
[118]. Moreover the same material has been alsd tesdevelop the thermal insulator of the 2003
Mars Exploration Rovers [119].

Silica aerogels are highly porous solids and thheynawadays, the lowest density solids known. So
far, they have been widely used in space due tar #eerior performances at capturing

hypervelocity projectiles as already pointed ouexc. 1. The primary effect of this low density

material is to reduce the shock stress subsequoéantgact in such a way that impacting objects
survive the collision neither vaporizing nor medifi20].

In order to describe the behaviour of the foam Hafing an impact event, an ad-hoc developed
model is described in the following subsection.
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11.4.1 IMPACT MODEL

Some simple estimates of the kinematics of thegaats have been performed since 1990 but the
cratering process in such porous media is stillwelt understood. The feasibility of capturing
hypervelocity projectiles using aerogels, togetwith the scaling of impact cavity dimensions
[121,122,123] and the projectile track length ies@erogels [121] has been widely empirically
studied. Accordingly, simple drag and ablation nied®ve been used to describe the decrease in
track length and capture projectiles size for higlocity impacts. Most of the examination of the
track length and diameter did not succeed in olfgia systematic correlation with the size of the
projectile and its velocity [124]. Most recentlyoidinguez et al. [125] proposed and tested a
guantitative model of compaction driven impact eriatg in porous solids mostly to reach a better
understanding of the functioning of aerogel basgobict detectors.

In this model [125], the impact between the hyplwiy projectile and the target is described as
an initial shock pressur@sock (Psho V2 with ¢ the target density ang the impact velocity)
that, due to the very low value of the target dgnsloes not result in the destruction of the
projectie. The high value of the projectile-togat density ratio strongly influences this
phenomenon consenting the projectile to slow antkfpate, losing energy and momentum and
generating a shock wave within the medium.

The slowing of projectile in hydrocarbon foams laieady been described by Trucano and Grady
[126] who defined the hydrodynamic forég, within an ideal porous medium as:

L (50)

F=s o o

h

N

where o is the medium densityd the impactor area arikdthe porous materials compressibility,
defined as:

r
k=1- -2 (51)
1

The two density values of EQ.(51) are respectiytetydensity value of the uncompressed medium
( o) and high density states)Y of porous solids leading, in the ideal case @hi® expansion, to a
compressibility equal to one [127].

The compression reaction forde, slowing down the projectile in the porous mediisngiven by
[125]:

F.=RA (52)

whereP. represents the crushing pressure of the mediuthAas again the impactor area. This
value can be expressed as function of the critielcity for crushing. as [125]:

PzéQ@ (53)

C

Thus, the projectile momentum decreases according t
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where for the second equality Eqs.(50)-(53) hawenbexploited. Assuming that the radius of the

incident projectile, subscrigd) is constant for the entire path within the medidqg.(54) can be
solved for the projectile velocity leading to :

2 y2

1 v,
= 5 %/2/ 1+— =& 1- él 55
v(3)= e 1e (1 ¢) (55)

where the tern? is given by:

14r
/=——-Lr 56
C,3r,°" (30

Therefore, neglecting projectile erosion or matedgposit on the projectile, the penetration depth
can be obtained solving Eq.(55), i.e. integratirig time [125]:

ar r
L=/Ini+ % ="° T2 pg4 % (57)
V, 3G, 1, V.

c

The projectile density found in Eqg.(57) can be esgped as function of the projectile (assumed
spherical) characteristic dimensicﬁhp, and its area-to-mass rafi@/ m)p:

my 1 _pd B S (58)
PV, (Am) Y, 4 (Km0 d 2 d( A
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The crushing velocity. can be obtained from the value of the crushirgngth of the foam. This
value can only be experimentally determined, satlier purpose of the present work we consider
for the crushing strength value, (kPa), the scaling law obtained for aerogels [125]:

2.04

Pc(r)@lL4 le -3 (60)

Applying this relation to Eq.(53), itis then pdssito obtain:

2P, _ 240 r, *” (61)



The low order model described is used in the fal@asection to assess the consequences of small
debris impact with the foam ball. In particularyen the debris size and its impact energy, the
possibility to reduce its velocity to zero withirfaam ball diameter is addressed.

11.4.2 SMALL DEBRIS IMPACT

The probability of accidental collisions with debamaller than 16mobtained in Sec. 11.4 gives a
considerable total number of impacts for the ediiecof the foam ball. These impacts have to be
considered taking into account the population ofakrorbital debris and the characteristics
expected for the foam identified in Sec. 7. Theaetpmodel described in Sec. 11.4.1 can now be
used to assess the vulnerability of the foam-basetthod with respect to these impacts, as well as
the capacity of the foam-based method to interseperal minor debris and drag them into the
foam or stuck to its surface, as a sortdomino effectin order to estimate these effects, and in
particular this sort of additional cleaning procespreliminary analysis of the population of small
debris is carried out.

The debris population resulting from the collisointhe Cosmos 2255nd thdridium 33 satellites

is here assumed as representative sample of thie whbris distribution. Observational data from
the U.S. Space Surveillance Network on the colisi@gments are available for debris with size
larger than about 1@m[128]. The NASA Breakup Model has been used ir8[1@ obtain, starting
from the dry masses of the satellites, the numbdéragments for different minimum sizes. Table
13 shows the number of fragments deriving fromcbiision with respect to their dimension.

Catalogued Estimated Estimated Estimated
fragments >10cm >1 cm >1 mm
Cosmos 225 114z 84C 4322 2.22et
Iridium 33 49( 58C 3010(¢ 1.54et
Sum 163z 142( 7332( 3.76et

Table 13: Number of catalogued and estimated fraggrfeomIridium 33 andCosmo2251
satellites. The projected quantities have beemasdid using the NASA breakup model [128].

Each fragment resulted from the satellites bredkagits own energy and momentum, therefore a
non-zero relative velocity with respect to the afieghe satellite before the impact. Given the wide
range of materials and shape of fragments, eachealeof the distribution has also its own area-to-
mass ratio value.

A very similar analysis can be carried out also docouple of other remarkable orbital impact
events: thé&=engyun 1CChinese anti-satellite test of the 2007 and S WINDanti-satellite test
carried out by the United States Air Force in t@83 In Fig. 79, the velocites of these
fragmentation debris for the three collisions dreven with respect to their area-to-mass ratio.
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Figure 79: Area-to-mass ratio and relative speddegafor the fragments distribution (@psmos
2251andlridium 33 collision, (b)Fengyun 1Mreakup and (c;OLWIND

Values reported in Fig. 79 only relate to the adi@ments data obtainable by radar observations.
It is then necessary to assume for the small (raxdetible) debris population, that the relative
velocity and area-to-mass distribution are notidigar to the one of the debris larger thanch®

Itis now possible to use these values to assedsetaviour of a foam ball placed on the same orbit
of one of the satellites involved in the collisiomith respect to the impact with small fragments of
given area-to-mass ratio and relative velocity. @ibesity of the foam is assumed to biegin? and

the drag coefficien€q = 2. The analysis pertains fragments with relasig®city ranging from 1 to
1000m/sand area-to-mass ratios from 0.05 to 0.75.

11.4.3 RESULTS

In this section the impact model described in 3&c4.1 is applied to small debris described in Sec.
11.4.2 and the results of this analysis are regoite~ig. 80. Each line in the plot represents the
foam stopping capabilities for different valuestioé debris area-to-mass. The three horizontal lines
in the plot at 5, 10 and I8 represent three hypothetical thresholds for the sf a foam ball. It is
then clear that a B radius foam ball is capable of stopping all debrith an area-to-mass ratio
from 0.5 to 0.75 regardless from their velocitydail debris with an area-to-mass ratio of 0.25 and
a relative velocity below 16fh/s For even smaller values of the area-to-mass, riig maximum
relative velocity value of the captured debris3s1#s
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Figure 80: Impactors relative velocity vs. penatratiepth for a range of different debris area-to-
mass ratios. Three hypothetical thresholds fod#i®is path are highlighted with the horizontal
lines.

Itis worth recalling that these three thresholdehts be compared with the ball diameter and all ar
compliant with the 10n radius so for assumed. The results of this glamalysis may be better
understood if compared to the debris velocity arehdo-mass ratio distribution provided in Sec.
11.4.2.

Considering the previously listed thresholds, #dsually easy to identify the regions of the plofts
Fig. 79 that may benefit from ttdomino effectescribed in Sect. 11.4.2. These regions represent
indeed those debris which will be captured by theei ball in case of direct collision.

Figure 81 shows that even with justrtof debris path within the foam ball, more thanflodlthe
debris resulting from thixidium 33 satellite (the grey dots) would be absorbed byfdlaen in case
of collision without breaking the foam-ball strutu Considering a larger value of bfor the
debris path, almost all debris of thiglium 33 satellite and half of th€osmos 225bnes would be
halted by the foam. An average value of miGstill provides good results with most of the total
debris captured and, thus, deorbited by a foarmbaleated to target another (larger) debris.
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Figure 81: Fragments distribution from 8esmos 225andiridium 33 collision. The shadowed
regions highlight the debris that could be capturedhe foam ball for different values of the
maximum debris path within the foam.

It is worth mentioning that the debris with thelindégt area-to-mass ratio values should deorbit by
themselves in a rather short time, so they have dess probabilities to hit the foam ball with
respect to the others. However, in case of impaeny of these with the foam, they would be
captured and swept along with the foam ball.

Carrying out the same analysis also on the otherd®bris distributions shown in Fig. 79, Fig. 82
shows the fraction of fragments from tRengyun 1CGdestruction captured thanks to the described
domino effect

Figure 82: Fragments distribution from thengyun 1Qestruction. The shadowed regions
highlight the debris that could be captured byftzen ball for different values of the maximum
debris path within the foam.

Observing the distribution of debris of Fig. 79(l)is possible to note that most of fragments are
situated in the left part of the plot, and thenythave smaller area-to-mass ratio values if contpare
to the ones of th€osmodridium collision. This difference may be due to the di#ig ways the
two fragments populations originated (tiengyun 1Cdestruction, indeed, was caused by a
Chinese ballistic missile) or due to the time iné&elapsed between the two events.
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For this reason, it is clear from the plot of F&R that for 5m of debris path, the number of
captured fragments is not considerable as in theigus case. However, higher values of the path
length give better results enabling the catchingalhost half of the total debris population
consequent to thieengyun 1QGlestruction.

The SOLWINDbreakup, finally, originated by a anti-satellitstiearried out by the United States
Air Force in the late 80s, has left in orbit justM debris since it took place and most of debris
presentrelatively small area-to-mass ratios. @ilegibution can then be illustrative for what shibu
happen to debris originated by the two events presly mentioned. Figure 83 shows the fraction of
SOLWINDdebris captured by a foam ball with respect tobthleradius.

Figure 83: Fragments distribution from tR®LWINDdestruction. The shadowed regions highlight
the debris that could be captured by the foamfbaliifferent values of the maximum debris path
within the foam.

The very small population resulting from 8S®LWINDdestruction still orbiting, does not allow to
highlight meaningful results. Also in this casesitpossible to notice that therb threshold is
actually not an effective limit for the path lengtince the foam results to be able to capture wore
less 10% of the total debris population. Nevertsglén the other two cases almost 25%ml@nd
nearly 33%, 1%n, of the remaining debris would, upon impact, beoenmpassed by the foam ball.
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12 CONCLUSIONS

The expanding-encompassing-foam concept here pedpaisns to augment the drag acceleration
acting on a given debris such that an uncontraolieentry can take place with the complete burn up
of the object in the atmosphere within a given tinagne.

The specific foam kind is demonstrated to be thy agpect to assess the mission performance.
Conservative analyses led to considekgInt expanded foam density. This approach does not
require any additional manoeuvre to be performedti®y debris during the deorbiting lifetime
(although these can be planned), and the foaming sihgle debris do not requires any docking
with it. The deorbiting duration remains the actinaé choice to size the foam quantity to eject on
the target debris. Such duration has been hereesslelt considering a good compromise with the
impact probability, but it might be also sized cdesing a fixed deorbiting duration and/or
additional constraints.

The foam nucleating and ejection system is herenasd 0 be a robotic arm equipped with a static
mixing nozzle. This solution, based on the statthefart for industrial foaming processes, does not
require any moving part and has been chosen amnengther options.

The proposed platform is a 4téns spacecraft to be launched in LEO or SSO by medrs o
medium-class launcher (like Soyuz). The electramppision system allows a significant propellant
mass saving and a reasonable increment in thddraimes from a debris to the next. This scenario
requires a large total impulse, thus the electrapplsion options can easily overcome chemical
solutions. Coupling such a kind of foam with &\& Hall effect thrusters allows complete mission
assessments on different debris lists. No partidatzhnological issues arose in the power and mass
budgets assessment.

The performance demonstrated by the method innhy@oped missions depends on the object lists,
the space region they cover and the number of teig®sidered. In general, up to several tons
debris can be deorbited with an average savingebtder of 80% of the original deorbiting time.
Considering heavy debris, however, the foam magsimed could even overcome the debris mass
making this method not the preferred choice. At thoint, a couple of remarks are mandatory. First
of all the foam mass depends, besides on the fearsitgt, on the ball radius. It has been computed,
for each debris, as the minimum of the curve givgrthe sum of non-dimensional deorbiting time
and impact probability (derived by the NASA90 mQdddh general, allowing a larger impact
probability, the foam ball radius increases augmentccordingly the foam mass, and the
deorbiting time decreases. On the contrary, redutia allowed impact probability and allowing a
lower gain in the deorbiting time, the foam badites can be reduced, thus the foam mass decreases
and even more massive debris can be targeted byntheihod. A second remark deals with the
nature of such heavy debris. These are typically tnacked objects such as launcher upper stages
or dead satellites. For these specific debris sdtfhioc single-target missions can be conceived due
to their relatively low number and to the posstipitif standard docking interfaces.

12.1 Development Roadmap

Concerning the technical feasibility for a 2025dfname of the proposed method requires a more
detailed analysis both of method performance aledaat key aspects.
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One of the first key tasks to realize in the nedwrfe is the development of one or more benchmark
lists of debris. These lists, indeed, might represesort of test bed for active deorbiting methods
and, in particular, for the foam-based one allowtng identification of the most suitable debris
removal method with respect to debris physical@ntal characteristics.

The physical characteristics of the foam clearlypresent driving factors for the method
performance. So far, these characteristics have beee derived considering state of the art foams
for ground-based applications. From a technologiaht of view, the improvement of the foam
characteristics or, even better, the developmemtdioc foams, represents an essential step in the
development of the method. Since a foam with tadophysical characteristics may significantly
enhance mission performance, its development iblfigecommended. . As way forward, the
candidate foam can be ground tested in vacuumiti@giand, once in orbit, the only phase to take
care of is its deposition on the debris.

This leads to the second main issue to addressd&r o have this concept working is the foam
ejection. This process has to be carefully studiiedrder to have the debris surface covered as
uniformly and spherically as possible. Severalessmay arise during this phase, thus the foam ball
nucleating system shall be studied in depth.

Once the candidate foam has been identified, acéspaign can be carried out in order to test the
method in a relevant environment (e.g. vacuum, agi@vity, UV radiation). Subsequently, a first
possible demonstration mission over the nexyd&rscould be represented by a nanosatellite (e.g.
a CubeSat), filled with this foam, able to deoitsielf. Thus it should just be equipped with a dmal
foam reservoir, a static mixer and some crevicemfwhere the foam can expand covering the
CubeSat surface. As second step, a nano- or matedite should be used to target and deorbit
another debris, at least of the same size or nAadhkis point the foaming strategy to cover another
object should have been defined and tested in space
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