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Abstract

Space debris has become a central topic for all space actors given
the increased need for collision avoidance maneuvers, the impact on
mission design, and the significant increase in the number of launched
payloads. ESA and other space agencies have developed a range of
sophisticated tools to analyze and predict the evolution of space debris
as well as probabilities of conjunction events between space debris and
active spacecraft.

For long-term simulations, numerical simulations are at the center
of predicting the space debris environment of the upcoming decades.
In light of debris generating events, such as continued anti-satellite
weapon tests and planned mega-constellations, accurate predictions
of the space debris environment are critical to ensure the long-term
sustainability of critical satellite orbits. Given the computational com-
plexity of accurate long-term trajectory propagation paired with con-
junction tracking for a large number of particles, numerical models
usually rely on Monte-Carlo approaches for stochastic conjunction as-
sessment. On the other hand, deterministic methods bear the promise
of higher accuracy and can serve to validate stochastic approaches.
However, they pose a substantial challenge in terms of computational
feasibility.

This report describes the outcomes of the Ariadna study No. 21-
5105 exploring the adaptation of highly optimized software created
for molecular dynamics simulations to efficiently perform long-term
space debris simulation. In the scope of the study, we present the
architecture and proof-of-concept results for a numerical simulation
capable of modeling the long-term debris evolution over decades with
a deterministic conjunction tracking model. For the simulation, an
efficient propagator in modern C++ accounting for Earth’s gravita-
tional anomalies, solar radiation pressure, and atmospheric drag was
developed. We utilized AutoPas, a sophisticated particle container,
which automatically selects the most efficient data structures and al-
gorithms.

First, we present results from a simulation of 16 024 particles in
low-Earth orbit over 20 years. Overall, conjunctions are tracked for
both, predicted collisions and close encounters, to allow a detailed
study of potentially catastrophic events. We analyze the runtime and
computational cost of the simulation in detail. Secondly, a larger-
scale simulation featuring an additional 598 491 small debris particles
on a supercomputing cluster was conducted using 3584 cores for a
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shorter simulation timeframe to investigate the scaling potential. Re-
sults show that the problem is very scalable, and already a simple
MPI parallelization can achieve a speed of 0.2 seconds per timestep or
roughly 50x real time.

In summary, the results show that modern computational tools
finally enable deterministic conjunction tracking in long-term simula-
tions and can serve to validate prior results and build higher-fidelity
numerical simulations of the long-term debris environment. All code
of the study is available open-source online and we provide detailed
next steps to further increase the fidelity of the simulation.

Parts of this report are based on publications accompanying the conducted research.
[1, 2, 3, 4]
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1 Introduction

1.1 Background

In recent decades the problem of space debris has become a central factor
in mission design, spacecraft operations, and the question of the long-term
sustainability of important orbits. Already, more than 5-10% of total mis-
sion costs for low-Earth orbit (LEO) satellites are protective and mitigation
costs [5]. With the sharp increase in the number of launched payloads in re-
cent years [6] (see Figure 1), the challenges caused by space debris are poised
to increase further. As seen in Figure 2, current modeling efforts indicate
that continuing the current trend of launches and practices will lead to an
increasingly exponential development in the number of expected catastrophic
collisions in orbit.

Figure 1: Launches into low earth orbit per year [6]

Consequently, modeling efforts of the space debris environment over a long
time frame have become increasingly relevant in the last decades. The most
well-known tool for long-term debris environment simulation is NASA’s LEG-
END software [7] but there are other tools such as ESA’s DELTA software [8].
A central challenge in long-term modeling lies in dealing with the need to
simulate ever-growing numbers of particles (satellites and debris) with a fine
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Figure 2: Expected number of collisions in long-term space debris sim-
ulations [6]

temporal resolution for accurate propagation and conjunction tracking – with
timesteps on the scale of seconds or less – while the overall simulation time
spans decades, requiring millions if not billions of necessary iterations de-
pending on the setup. Furthermore, the question of whether two particles
collide during a timestep is, fundamentally, a pairwise interaction requiring
exhaustive checks of distances between the particles’ positions. These two
factors have made the deterministic simulation of the debris environment
over a long time frame prohibitively expensive in terms of computational
cost. Therefore, previous long-term models, such as LEGEND [7], rely on
stochastic analyses of the dynamics and occurring collisions.
In another field concerned with large-scale particle simulation, computational
molecular dynamics, similar challenges have been dealt with. Here, particles
are propagated by computing short-ranged pairwise potentials and solving
Newton’s equations of motion for all particles in every iteration. Due to
the fast decay of the employed potentials with growing distance, efficiency
optimizations are possible for the algorithms applied. They resolve the pair-
wise interaction, which is prohibitively computationally expensive in OpN2q,
in OpNq by introducing a spatial cutoff beyond which forces are too small
to contribute in a significant way [9]. Long simulation times are common,
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needing millions of timesteps for the equilibration of systems, or sampling of
evolving properties [10].
Based on these advances, ESA and TU Munich have been exploring these
algorithms in this study to use them to model the long-term space debris en-
vironment in a deterministic fashion. State of the art tools like GROMACS1

or LAMMPS2 were deemed to be to specialized to the molecular dynamics
domain to be suitable for the simulation problem at hand. With its highly
customizable plugin approach LAMMPS looks promising at a first glance,
however as the tool is tailored to molecular dynamics using it would have
meant writing new plugins for almost every aspect of the simulation while
trying to fit everything in the LAMMPS framework.
This reports presents findings obtained from the newly created Large-scale
Deterministic Debris Simulation (LADDS ) implemented in C++17. In par-
ticular, we study the viability of modeling objects in LEO, which given their
speed are most challenging, over a period of 20 years. Detailed descriptions
of LADDS together with an extensive analysis of the observed conjunctions
and single node, as well as multi node hybrid-parallelized performance follow.
All code for this project is available online under an open-source license.3

Study Objectives In summary, the following objectives were identified as
central to the study:

1. Investigate the feasibility of the performing long-term space debris sim-
ulations without relying on stochastic / Monte Carlo methods

2. Demonstrate the obtainable performance gains and scalability when
applying state-of-the-art molecular dynamics software to space debris
simulations

3. With the expected performance improvements, demonstrate feasibility
of the simulation of the small debris particles ( ě 1cm) which has
typically been neglected. This is also necessary to model the increasing
number of large objects in orbits.

4. Develop modular, open-source software solutions to enable comparative

1https://www.gromacs.org/
2https://www.lammps.org/
3https://github.com/esa/LADDS/ Accessed: 2022-06-18
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studies between components (e.g. different breakup models or propa-
gators) and support future follow-up studies

2 Methods

The following components were identified as critical parts of the software
implementation:

• Propagator: Required to compute the trajectories of orbiting particles
(i.e. debris and satellites). Has to provide an efficient trade-off between
long-term accuracy and computational cost.

• Conjunction Tracking: Conjunctions during the simulation need to
be identified and tracked efficiently. In particular, the number of pair-
wise comparisons needs to be minimized and discretization errors due
to timestepping compensated or accounted for.

• Breakup Model: To correctly model potential cascading effects such
as the infamous Kessler Syndrome [11] it is important to efficiently
account for debris created during collisions.

These components and the software implementation are described in detail
in the following.

2.1 Propagator

Overall, the implemented propagator aims to be computationally cheap while
modeling all essential perturbations, which affect the particles’ trajectories in
LEO. Efficient parallelization is a critical factor for high performance. Hence,
integrators which use adaptive timesteps are challenging to parallelize as
individual particles don’t share a timestep size. Thus, while higher accuracy
integrators are available [12] they were in their native form not suitable for
this work. Instead, we implemented a fully parallel propagator relying on
a fixed timestep. The modeled perturbations are based on Keplerian orbits
combined with spherical harmonics (J2, S22, C22), solar radiation pressure,
and atmospheric drag. Since we target an LEO population, lunar and solar
gravitational forces are considered negligible. They are however available to
be turned on in the provided propagator. The concrete equations of motion
are similar to the formulations described by Vallado [13].
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In summary, we use the following descriptions:

Keplerian Motion

a⃗Kep “ ´
GpmCq

|x⃗|3
x⃗ (1)

with x⃗ position relative to Earth core, G the gravitation constant and
mC the mass of Earth.

Spherical Harmonics (inhomogeneous gravity field)
The potential U is given as

U “
GmC

|x⃗|

˜

1 `

8
ÿ

l“2

l
ÿ

m“0

ˆ

RC

|x⃗|

˙l

Plm psin pϕgcqq pClm cos pmλgcq ` Slm sin pmλgcqq

¸

(2)

with RC as the radius of Earth, ϕgc the geocentric longitude, Plm the
Legendre function, λgc the object’s polar coordinates, and Clm and Slm

are empirical coefficients determined from observation data of satel-
lites orbiting the Earth [14]. The acceleration follows from the partial
derivatives of the potential

a⃗harmonics “
BU

B|x⃗|

ˆ

B|x⃗|

Bx⃗

˙T

`
BU

Bϕgc

ˆ

Bϕgc

Bx⃗

˙T

`
BU

Bλgc

ˆ

Bλgc

Bx⃗

˙T

. (3)

Note that this formulation also includes the zonal terms.

Solar Radiation Pressure

a⃗SRP “ AU2PSRP
A

m

x⃗ ´ x⃗@

|x⃗ ´ x⃗@|3
(4)

with AU as the astronomical unit, PSRP “ 4.56 ¨ 10´6
N

m2
the solar

radiation pressure at 1 AU, A object’s area facing the sun, m the object’s
mass, and x⃗ ´ x⃗@ the distance between the object’s and Sun’s center.

Atmospheric Drag

a⃗Drag “ ´
CdA

2m
pphq|v⃗rel|

2 v⃗rel
|v⃗rel|

(5)

with Cd as the drag coefficient, A the object’s (estimated) cross section
area, m the object’s mass, and pphq being the atmospheric density at
the object’s altitude h above ground based on [15]. v⃗rel is the object’s
velocity relative to Earth’s atmosphere.
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2.2 Conjunction Tracking

The conjunction detection method is the second critical component for sim-
ulating and estimating the long-term occurrence of conjunctions. Given that
this work aims to showcase the potential of a deterministic simulation, pre-
vious approaches with probabilistic collision estimates, such as the Cube ap-
proach [16, 17], are not applicable. Instead, we propose a method – similar
to Alarcon et al. [18] – that is based on the deterministic positions, size and
operational status of the particles. To keep computational costs manageable,
we assume spherical particle shapes for the purposes of conjunction detec-
tion. Furthermore, we use a sub-timestep interpolation to achieve a higher
temporal resolution than the timestep δt used for the propagation.
More precisely, given two particles p1 and p2, their locations x

t
1,x

t
2 and veloci-

ties vt1,v
t
2 at timestep t`1, and radii r1,r2, we compute their closest approach

d in the interval rτt, τt`1s using a linear interpolation as depicted in Figure
3. This allows an analytic formulation that is more precise than using dt or
dt`1 while remaining computationally cheap. Thus, the time of the closest
encounter during this timestep τd is given by

τd “
xt
1v

t
1 ´ xt

1v
t
2 ` xt

2v
t
2 ´ xt

2v
t
1

vt1v
t
1 ` vt2v

t
2 ´ 2vt1v

t
2

(6)

and consequently, the closest encounter distance is given by

d “

$

’

&

’

%

||xt
1 ´ xt

2||2 for τd ă 0

||xt
1 ` τdv

t
1 ´ xt

2 ´ τdv
t
2||2 for 0 ď τd ď δt

||xt
1 ` δtvt1 ´ xt

2 ´ δtvt2||2 for δt ă τd

. (7)

Based on this formulation, we define a collision as an encounter where d ď

pr1 ` r2q. In light of unavoidable numerical errors and to study the impact
of the estimated particle radii, we introduce the additional parameter κ to
study all conjunctions below some distance. Thus, a conjunction occurs when
d ď κpr1 ` r2q. We tracked conjunctions for 0 ă κ ď 10.
Furthermore, the simulation distinguishes between passive objects and ac-
tively operated satellites as defined by the CelesTrak SATCAT Operational
Status4 codes. Conjunctions between actively operated satellites are dis-
carded as these would presumably be evaded in daily satellite operations.

4https://celestrak.com/satcat/status.php Accessed: 2022-06-18
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td

   t + 1 d

Figure 3: Schematic illustrating the actual trajectories of two particles
(dashed lines), linear interpolations (thick lines) with particle positions
and distances at some points in time (as dots and blue lines) as well as
the naive closest encounters at τt and τt`1 (red lines). The interpolation
allows a sub-timestep estimation of the distance at closest encounter d
that is more accurate.

Conjunctions between active satellites and passive objects are only consid-
ered if the passive object has a radius smaller than 10 cm to model the
challenges in tracking small objects [19]. Finally, as this initial work focuses
only on conjunctions and not simulating resulting breakups, satellites remain
active after a conjunction. To account for this, only the closest encounter
two objects had throughout the simulation is considered to avoid repeated
encounters during consecutive timesteps.

2.3 Breakup Model

For the simulation of breakups due to collisions, the developed software re-
lies on a validated reimplementation of the NASA Breakup Model [20]. As
part of the study [2], the NASA Breakup Modelwas implemented in modern
C++17 and is available open-source online.5 The NASA Breakup Model is a
widely established standard in long-term debris modeling [7] although it has

5https://github.com/esa/NASA-breakup-model-cpp Accessed: 2022-07-06

11

https://github.com/esa/NASA-breakup-model-cpp


some limitations. Most notably, satellite material compositions have changed
since its experimental validation and the model does not conserve mass. The
latter has been remedied in the re-implementation but the former point is an
outstanding issue given a lack of experimental data.
In condensed form, the NASA Breakup Model describes the fragments result-
ing from either collision of two spacecraft or explosions of individual ones (e.g.
due to leftover propellant). It has been validated on different real breakups
such as anti-satellite missile tests. Based on radar cross sections the radius
of a spacecraft is approximated from that mass and density. Combined with
the velocities of the spacecraft, based on these data, a population of debris
particles is generated. A more detailed description of the implemented model
can be found in the accompanying thesis [2]. Note that the model itself is
not deterministic, however, it can be seeded to create reproduce specific sim-
ulations.
An exemplary breakup of two small 50 cm satellites each weighing 10 kg into
about 3000 debris fragments in a circular orbit at 380 km altitude is displayed
in Figure 4. The satellites initially have opposing directions of motion which
leads to two clouds similarly going in opposite directions. The corresponding
debris fragments partially continue orbiting the Earth while many of them
burn up in the atmosphere or escape the simulation domain (ą 10000 km
from the center of the Earth). The debris particles quickly spread out in
terms of true anomaly while mostly retaining the orbital plane in which the
satellites operated.

2.4 Implementation

The implementation of LADDS follows a modular design, compartmental-
izing any state within each component. This method increases the compre-
hensibility of the code and facilitates exchanging components to explore the
impact of, e.g., different propagation or conjunction tracking algorithms.
The first of the major components is the storage of all simulated particles.
For this, we employ AutoPas ,6 a C++17 node-level high-performance library
for arbitrary, short-range N-Body simulations. Here, it acts as a black-box
particle container, which means that the simulation is oblivious to the actual
data structure used within AutoPas . This allows AutoPas to freely choose its
internal data structures and algorithms, such as Linked Cells or Verlet Lists,

6https://github.com/AutoPas/AutoPas Accessed: 2022-06-18
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t = 5s t = 25s t = 450s

t = 750s t = 1500s t = 2500s

t = 2640s t = 3435s

t = 4250s

Figure 4: Visualization of a breakup event between two satellites on
opposite orbits at 380km altitude. The blue sphere represents Earth,
trace colors indicate to which satellite the fragment belonged. A total
of 2.5 orbits is shown.

as well as algorithmic optimizations, e.g. exploiting symmetries in potentials
to reduce the number of computations. For more information about the
possible configurations refer to the AutoPas release paper [21] or the official
documentation.7 The library can even adapt this configuration at runtime
multiple times over the course of the simulation – a feature called dynamic
automatic algorithm selection.
Designed for N-Body simulations, AutoPas provides an interface for the ef-
ficient pairwise interaction of spatially close particles. We use this feature
for our conjunction tracking by implementing the algorithm presented in
Section 2.2 within a functor which we pass to AutoPas . During such a pair-
wise iteration step, AutoPas then applies the functor to at least all particles
within a given cutoff distance. If they are indeed within that cutoff and at

7https://autopas.github.io/ Accessed: 2022-06-18
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least one particle is passive and has a radius smaller than 10 cm, we compute
the linear interpolation to estimate the closest sub-timestep approach and
whether a conjunction has taken place.
When compiled with OpenMP ,8 AutoPas will automatically execute this
pairwise interaction using shared memory parallelization, choosing the fastest
algorithm while exploiting interaction symmetry and avoiding data races.
The second major component is the numerical propagator, responsible for
simulating the motion of particles over time. For this we developed Orbit-
Propagator,9 which implements a fourth-order Yoshida integrator [22] and the
perturbations described in Section 2.1. The integrator was validated against
heyoka [12]. For every position update, all particles stored in AutoPas are
piped through the propagator. Since all of these updates are independent of
each other, this is easily parallelized in OpenMP .
To enable the use of vast computing resources LADDS employs MPI for
distributed memory parallelization. The domain is divided into smaller box-
shaped subdomains with one subdomain per MPI rank. Due to the short time
horizon, only a regular grid decomposition was implemented, which is shown
in Figure 5. From the figure, it is already apparent that given enough ranks,
hence, small enough subdomains, there are boxes in the corner of the domain
and the center of the earth which might contain very few to no particles. This
is of course suboptimal from a resource utilization perspective, on the other
hand, the near-empty ranks do not add any overhead as they also do not
induce any further communication. The big advantages, which are also the
reasons why this decomposition was chosen, are its ease of implementation
on the one hand and its perfect load balancing for up to eight ranks due to
the high symmetry of the problem on the other hand.
Figure 6 shows the general flow of the simulation. After the initialization
step, the rest of the simulation consists only of the main simulation loop,
primarily alternating between the integrator and the conjunction detection.
The frequency in which output is written can be configured by the user.

8https://www.openmp.org/ Accessed: 2022-06-18
9https://github.com/FG-TUM/OrbitPropagator Accessed: 2022-06-18
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Figure 5: Visualization of the MPI decomposition with 64 ranks at
timestep 0. Particles are colored by their ID. Ranks assign global
IDs from local ID ranges to avoid overlapping.

Figure 6: Flowchart of LADDS
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3 Results

3.1 Setup

All presented results on the base population were obtained on the Cool-
MUC2 10 segment of the Linux Cluster at the Leibniz Supercomputing Centre.
The code was compiled with GCC version 10.2.11. 12 For the base population
we only make use of shared memory parallelization for the base population.
There the simulations were executed with 28 threads, which is a full node
without hyper-threading. The extended population of 600 thousand particles
was executed with an MPI+OpenMP hybrid parallelization. On each rank,
28 OpenMP threads were running and there are always two ranks per node,
leveraging the complete hardware.
The actual simulations were conducted with a timestep δt “ 10 seconds.
Particles are removed as soon as they reach an altitude of less than 150 km
above ground as they are considered to be burning up. AutoPas is restricted
to finite, box-shaped domains. Therefore, the simulation is confined to a cube
with a side length of 20000 km and its center at the center of the Earth. This
size was chosen so that no particles will escape throughout the simulation,
so no boundary conditions need consideration.

3.2 Data

3.2.1 Base Population

The dataset for the presented results on the base population, that is all cur-
rently tracked objects, originates from the data provided by CelesTrak 13 and
the 18th Space Control Squadron on space-track.org.14 Data from a total of
16 024 objects was used after filtering based on several criteria. The Interna-
tional Space Station (ISS) was removed from the data given its exceptional
size (which makes collisions much more likely). Already operational satellites
from the constellations by OneWeb and SpaceX (Starlink) were removed as
these are being studied separately in a parallel study. Further, this work

10https://doku.lrz.de/display/PUBLIC/CoolMUC-2 Accessed: 2022-06-18
11https://gcc.gnu.org/ Accessed: 2022-06-18
12https://www.lrz.de/ Accessed: 2022-06-18
13https://celestrak.com/ Accessed: 2022-06-18
14https://www.space-track.org/ Accessed: 2022-06-18
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focused in particular on LEO where conjunctions are – given the smaller vol-
ume – proportionally likelier, thus only satellites operating between 175 and
2000 km above the ground were investigated.
Only conjunctions between active and passive objects smaller than 10 cm
radius or passive and passive objects are considered, respectively (see Sec-
tion 2.2 ). Thus, based on the CelesTrak SATCAT Operational Status the
dataset contains 1996 active and 14 028 passive objects. Similar to the work
by Johnson et al. [20], radii of objects were estimated as

rrms “

c

RCS

π

based on the radar cross section (RCS) and masses as

mrkgs “

#

4
3
π r3 2698.9 kg

m3 for r ď 0.01m
4
3
π r3 92.937 kg

m2 p2rq´0.74 for r ą 0.01m
.

These values were also used to compute the area-over-mass for the solar radi-
ation pressure and atmospheric drag. If available on CelesTrak the numerical
RCS from there was used. Otherwise, the space-track.org RCS classifica-
tion into small (RCS ă 0.1 m2), medium (0.1 m2 ă RCS ă 1 m2) and
large (1 m2 ă RCS) was used to sample from normal distributions for these
respective classes matching the data from CelesTrak in terms of mean and
standard deviation. No objects below r “ 0.005 m were included. All objects
were propagated to the time 2022-01-01 00:00:00.000 using the SGP4 prop-
agator [23] implementation available through the Python module pykep [24].
BSTAR values used in the drag formulation (see Section 2.1) relied on the
values provided in the two-line element set if available. Otherwise, they were
approximated using above computed radius, mass and a drag coefficient Cd

of 2.2 [25]. A detailed overview of the dataset’s distribution of semi-major
axis, mass and radius in relation to status is given in Figure 7. As expected,
most active objects are larger with more mass and many of them are in LEO.
Passive objects are on average smaller, lighter, and have a higher semi-major
axis.

3.2.2 Small Debris Population

In addition to the base population, an extended dataset of small debris be-
tween 1 and 10 cm radius was created to accurately assess the prevalence
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Figure 7: Detailed distributions for active and passive objects in regard
to mass, radius and altitude above Earth of their orbit. Diagonal plots
display histograms (with counts on the vertical axis), upper triangle
scatters and the lower triangle kernel density estimates of the joint
distributions.

and importance of small debris. ESA’s MASTER-8 software tool [26] was
used to model the spatial density of these small debris particles at the inves-
tigated altitudes between 186 km and 2000 km. For this purpose, altitudes
were split logarithmically into 1000 bins. MASTER was used to sample
four different sizes and debris was uniformly sampled within those bins of
r1.0cm, 2.5cmr, r2.5cm, 5.0cmr, r5.0cm, 7.5cmr, r7.5cm, 10.0cms. In this man-
ner, a total of 598, 491 small debris particles were created. Their orbits

18



were computed using orbital elements with their semi-major axis uniformly
sampled in their altitude bin. Inclination and eccentricity were sampled
randomly according to the distribution in the base population using kernel
density estimation. The longitude of the ascending node, the argument of
periapsis, and the true anomaly were sampled uniformly at random. BSTAR
was determined as described for the base population. Mass was determined
from the size as for the NASA Breakup Model [20] and the value got down
to 1.4g. Figure 8 displays the distribution of small debris by altitude. Based
on MASTER, especially altitudes around 800 and 1400 km have particu-
larly high small debris densities. In Figure 9, the full dataset combining
small debris and the base population is shown. In comparison to only the
base population the particles are on average much smaller, lighter, and at
higher altitudes than average active satellites, which operate mostly in the
lower LEO regime. Given the high incidence of small debris particles, most
particles in the simulation are in fact small debris for this dataset.

Figure 8: Number of small debris particles up to 10 cm at different
altitudes above Earth by size. Especially very small debris particles
between 1 and 2.5 cm are frequent.
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Figure 9: Distribution for the full population including small debris in
regard to mass, radius and altitude above Earth of their orbit. Diag-
onal plots display histograms (with counts on the vertical axis), upper
triangle scatters and the lower triangle kernel density estimates of the
joint distributions.

3.3 Conjunctions in Long-term Modeling

This section describes results observed for the long-term study of the base
population. In terms of conjunctions, several factors are noteworthy regard-
ing the observations. First off, Figure 10 (left) displays the observed conjunc-
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Figure 10: (left) Evolution of the number of conjunctions over
time depending on the threshold κ; (right) Detailed relationship
between the total number of conjunctions and κ

tions depending on κ over the course of the simulation. Given the cubical
impact of κ, the number of observed conjunctions rises by two orders of mag-
nitude. Between 1 and 229 conjunctions are detected for κ “ 1 and κ “ 10,
respectively. In total, 70 conjunctions happened between active and pas-
sive particles while 159 conjunctions involved only passive particles (active
particles evade each other). Figure 10 (right) displays the detailed relation-
ship between the total number of observed conjunctions and κ. Overall, it
is noteworthy that even though only one (κ “ 1) collision was found, the
much more frequent conjunctions are also a relevant quantity as they may
trigger collision avoidance maneuvers due to higher collision probabilities as
monitored in spacecraft operations [27, 28].
A second relationship worth monitoring is the one between size and conjunc-
tions. As seen in Figure 11 (left), most conjunctions occur between large and
small, and large and large particles. This is due to the higher likelihood of
conjunctions given the objects’ larger radii. The – compared to large-with-
small conjunctions – small number of conjunctions between large and large
particles is due to their overall lower occurrence rates and the higher ratio of
active satellites with higher radii. Figure 11 (right) also confirms this as the
size distribution of particles involved in conjunctions is clearly distinct from
the overall population featuring a higher rate of large satellites. Note that
collisions between large debris fragments are particularly critical as they will
likely lead to a large number of new debris fragments. However, the very
small particles below 10 cm radius also feature prominently in conjunctions
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Figure 11: (left) Visualization of the sizes of objects in conjunctions
with each other (commutative) with brightness indicating density;
(right) Size of the particle population vs. the objects involved in
conjunctions

as they are not evaded given the difficulty in tracking them (see Section 2.2).

Figure 12: (left) Semi-major axes of the particle population vs. the
objects involved in conjunctions; (right) Inclination of the particle
population vs. the objects involved in conjunctions

Finally, a closer inspection of the orbital elements of objects in conjunc-
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tions is warranted. Figure 12 (left) demonstrates that objects involved in
conjunctions have a proportionally smaller semi-major axis compared to the
overall population. This is particularly noteworthy since – as explored in
Section 3.2.1 – especially active satellites in the population have a smaller
semi-major axis, whereas most of the passive objects are at higher semi-
major axes. The other orbital elements do not show similarly clear relation-
ships. Figure 12 (right) displays the inclination of the orbits in conjunctions.
There are some notable differences in the distributions, which feature dif-
ferent peaks, but the relationship is less clear compared to the semi-major
axis.

3.4 Performance Analysis

3.4.1 Single Node
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Figure 13: Accumulated runtime of steps over 20 years of the sim-
ulation. Labels correspond to the steps shown in Figure 6

In the following, a closer look into the overall performance and performance-
critical elements of the small simulation without distributed memory par-
allelization is taken. To get an idea of which parts of the simulation are
the most expensive, Figure 13 provides a breakdown of all major steps in the
initial run featuring the base population over twenty years without breakups.

23



Due to timeout restrictions on the utilized cluster computer, the simula-
tion was conducted in four runs, by saving and reloading checkpoints. The
Initialization timer covers the loading of the checkpoints. It shows an
insignificant share of the total time at less than 0.1%. Output represents the
time spent for writing the HDF5 files,15 which track all conjunctions as well
as all particle positions every 1000 iterations. Thereby, we end up with over
63 710 saved simulation states in a file of about 32 GB. The time spent on
this is 0.5% of the total time and thus acceptable given the file size. Also,
the Container Update, which tracks the time for AutoPas ’ bookkeeping to
maintain the Linked Cells data structure, is reasonably quick with less than
3%. Burnup Detection takes longer than initially expected with almost 15%
of the total time. This is due to the missing parallelization of this simula-
tion step at the time of the long simulation. Later experiments with the
same dataset and hardware showed that parallelizing the burn-up handling
yields a speedup of 13 for this step. To put this into perspective, before the
optimization Burnup Detection takes more than five times longer than the
Container Update. After implementing the parallelization, it is more than
twice as fast. Interestingly, LADDS spends only about 20% of the time on
Collision detection. In molecular dynamics simulations, pairwise inter-
actions similar to this are typically the dominating part. Here, however, the
main part of the simulation was spent in the Integrator with over 61%.
The reason for this is a combination of the integrator’s higher amount of
floating-point operations per particle, as well as the fact that due to inter-
face restrictions, all particles have to be traversed 10 times per iteration,
leading to suboptimal caching. Overall, the simulation speed was about 0.01
seconds per iteration which advanced the simulation by 10 seconds or 10.91
hours for one year. With this, it was possible to simulate 20 years in 218.25
hours.

3.4.2 Multi Node

This section takes a look at the larger simulation, and how the MPI imple-
mentation performed with it.
Figure 14a shows the classical strong scaling analysis, where the same ex-
periment is repeated with an increasing number of ranks. From two to four
ranks the simulation seems to show super-linear speedup but for more than

15https://www.hdfgroup.org/solutions/hdf5/ Accessed: 2022-06-18
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Figure 14: Strong scaling of the 600k small debris scenario for 1 to
128 MPI ranks.
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eight ranks only small gains are achieved, up to a performance of 0.21 sec-
onds per iteration for 128 ranks. However, in the context of AutoPas , such
speedup plots can be deceiving, because at each point a different mixture of
algorithms is employed, which explains the super-linear scaling. There are
two reasons for the performance ceiling after eight ranks. On the one hand,
the wall clock time per iteration is already down to 0.28 seconds, as can be
seen in Figure 14b, so there is only so much room for improvement. On the
other hand, the domain decomposition starts to become inefficient for more
than eight because ranks do not get equal shares of the orbital shell anymore.
This imbalance thwarts scalability.
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Figure 15: Component timers accumulated over all ranks for each
step of the strong scaling. Gray line shows linear scaling for refer-
ence.

To better see the effect the decomposition has on the performance we take a
look at the simulation component timers accumulated over all MPI ranks in
Figure 15. We see that the most relevant timers presented in Section 3.4.1
have hardly changed. This is expected, as the computational effort for e.g.
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the integrator stays the same with any number of ranks. The individual
ranks’ time decreases, however, their sum will stay the same. Only for the
collision detection, there is a fluctuation for low rank numbers, this however
is due to the changing in algorithms in AutoPas . Starting from 16 ranks,
we see communication quickly taking more and more time. The scaling is
linear, however with a large factor of about 15, taking up to 80% of the
total time for 128 ranks. It is a defining characteristic of LEO satellite
simulations, that particles travel fast with respect to the domain size. Hence,
every straight boundary plane placed in the domain will induce a lot of MPI
particle communication.
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Figure 16: Number of particles that visited a given amount of ranks
over 800 iterations. Notice the log y-scale.

Figure 16 shows how many particles visited how many MPI ranks over 800
iteration steps. In total 613 397 rank changes happened throughout this very
short simulation with the vast majority (ą 78%) of particles visiting 14 ranks.
When looking at the number of particles per rank over the course of the
simulation, as displayed in Figure 17, we see a very stable distribution. In
the Figure, error bars show the variation of the number of particles, and the
fact that they are reduced to points shows how little movement is in these
numbers. This figure also demonstrates the immense load imbalances within
the simulation with some ranks holding over 35 000 particles while others
hold zero.
To summarize, we have demonstrated very good potential for scaling of the
overall simulation with already good scaling behavior for all components
except for MPI communication. The current implementation leaves room for
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Figure 17: Number of particles per rank. Error bars show the
variation over the whole simulation.

improvement. For example, MPI ranks could model layers of orbital shells
instead of cuboid boxes of the simulation domain. Then, only particles with a
certain eccentricity would change between ranks. Since most stable particles
in LEO tend to be on near-circular orbits, this would significantly reduce the
rank changes, and thus communication.

3.4.3 Distributed Auto Tuning

As mentioned previously, each MPI rank maintains its own AutoPas instance,
which tunes its internal algorithmic configuration independently from all oth-
ers. This leads to situations, where different subdomains of the simulation
are processed with different algorithms. Qualitatively all algorithms achieve
the same result (within floating point precision). AutoPas ensures a unified
interface for the seamless interaction between any combinations.
In Figure 18 the choices for the particle container of each rank is shown for
the larger simulation on 64 ranks.
We can see, that the majority of ranks opted for VarVerletLists, which is
a very versatile Verlet Lists based container. It excels at medium particle
densities with inhomogeneous but stable particle distributions. This is ex-
actly what is present throughout most parts of the domain. Ranks in the
corner which contain no particles at all opted for LinkedCells. An expla-
nation is that this container has less bookkeeping overhead compared to the
Verlet List based containers. Since there are no particles in these ranks only

28



Figure 18: Particle container choices per rank. Time step 800 of
the big simulation on 64 ranks.

the overhead matters, hence, LinkedCells have the edge. The remaining
three border ranks opted for the hybrid algorithm VerletListsCells. They
contain only a few particles, therefore benefitting from the low overhead of
the LinkedCells aspects and the quicker evaluation thanks to VerletLists

traits.
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4 Conclusion

4.1 Main Findings

This study demonstrated that deterministic conjunction tracking of space
debris over a long time is feasible and scalable. Relying on state-of-the-art
particle simulation methods combined with efficient choices for trajectory
propagation and conjunction tracking, the population of actively tracked
objects was successfully modeled over 20 years. Thus, this model can serve
to validate the well-established stochastic methods [7, 17, 16] and bears the
promise to provide a deterministic model of the future debris environment.
In comparison with previous studies [6], the number of observed conjunctions
is slightly smaller at present. However, this finding will require additional
studies to validate as there are several critical choices, such as estimates of
objects’ sizes, used propagator, and conjunction logic, which will need further
study to ascertain reasonable choices. Only a simple MPI implementation
for large-scale runs was demonstrated, however, this was already enough to
calculate one timestep with over 600 000 particles in 0.21 seconds.
The code for all involved software components can be found online. 16 17 18

4.2 Proposed Follow-up Studies

In the future, there are several natural continuations and extensions of this
work. First, a larger scale, long-term run using the small debris population
including breakups is indicated to investigate the possible impact on critical
orbits through exponential effects such as Kessler syndrome [11]. This run
should also incorporate better information on the sizes and masses of objects
as the introduced κ parameter from this study highlights the critical nature
of these data.
Secondly, additional accuracy should be obtainable by employing a higher-
order interpolation during the conjunction tracking (see Section 2.2). Ideally,
already computed positions and velocities at additional sub-timesteps from
the integrator used for the propagation can serve to increase the interpolation
order. A more sophisticated integrator targeted specifically at astrodynamics
may improve results further [29, 12].

16https://github.com/esa/LADDS/ Accessed: 2022-06-18
17https://github.com/esa/NASA-breakup-model-cpp Accessed: 2022-06-18
18https://github.com/FG-TUM/OrbitPropagator/ Accessed: 2022-06-18
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Furthermore, the current domain splitting technique in LADDS is suboptimal
for the orbital regime as the rectangular splits introduce frequent transitions
from one rank to another. Conceivably, moving the entire simulation to
utilize a polar coordinate system where individual ranks then cover specific
altitudes bears the promise to provide a better split.
Finally, preparations are underway to include planned upcoming mega-constellations
in the simulation which can serve to study a more complex and realistic sce-
nario [4]. Planned constellations already range in the tens of thousands of
satellites with some of them (Starlink, OneWeb) having launched a consid-
erable number of satellites already.
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[19] Inés Alonso Gómez, Sara Ansorena Vildarraz, Carlos Garćıa, JMH
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